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LETTER FROM THE EDITOR 

Dear Readers, 
 
I have great pleasure in presenting the first 2020 issue of Przegląd Statystyczny. Statistical 
Review. I am proud to announce that in order to maintain the journal’s high quality and to 
extend its range and impact, the Editors and the Publisher have agreed to introduce several 
changes to both the journal and the editorial process. From now on, Przegląd Statystyczny. 
Statistical Review will publish articles exclusively in English. The submitted manuscripts are 
screened for plagiarism by means of the Crossref Similarity Check programme. Papers 
accepted for publication are subject to thorough proofreading, which is free of charge and 
usually significantly improves the readability of the paper. Research papers appear online 
prior to being published in printed and electronic formats. All publications issued since 2009 
are stored in an online archive which is easily accessible through the journal’s web page. 
Papers published since 2016 have all been provided with digital object identifiers. We have 
also extended the abstracting and indexing of the journal by including it in several new 
databases (Central and Eastern European Online Library – CEEOL, ICI Journals Master List, 
ICI World of Journals, and the Norwegian Register for Scientific Journals, Series and 
Publishers – the Nordic List). Additionally, we launched a new web page of the journal in 
order to increase its recognisability. 

In 2019, 30 papers were submitted for publication in our journal, out of which 16 were 
accepted and subsequently published in four consecutive issues. The number of accepted 
papers was the same as in the year before. So far in 2020, we have accepted five papers for 
publication.   

We would like to kindly invite members of academia and practitioners to submit papers to 
Przegląd Statystyczny. Statistical Review. We can guarantee that original research on 
theoretical and empirical subjects relating to statistics, econometrics, mathematical 
economics, operational research, decision sciences, and data analysis will be published after 
going through a prompt, yet thorough editorial process. We would also be pleased to receive 
high quality papers written by PhD candidates, where advances in research and topical issues 
from all fields of economics, finance, and management are discussed. 
 
On behalf of the Board of Editors, 
Paweł Miłobędzki 
Editor-in-Chief 
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Evaluation of the financial condition of companies 
after the announcement of arrangement bankruptcy: 

application of the classical and Bayesian logistic regression 
 

Barbara Pawełek,a Jadwiga Kostrzewska,b Maciej Kostrzewski,c  
Krzysztof Gałuszkad 

 
Abstract. The aim of this paper is to present the results of an assessment of the financial 
condition of companies from the construction industry after the announcement of arrange- 
ment bankruptcy, in comparison to the condition of healthy companies. The logistic regression 
model estimated by means of the maximum likelihood method and the Bayesian approach 
were used. The first achievement of our study is the assessment of the financial condition of 
companies from the construction industry after the announcement of bankruptcy. The second 
achievement is the application of an approach combining the classical and Bayesian logistic 
regression models to assess the financial condition of companies in the years following the 
declaration of bankruptcy, and the presentation of the benefits of such a combination. 
The analysis described in the paper, carried out in most part by means of the ML logistic 
regression model, was supplemented with information yielded by the application of the 
Bayesian approach. In particular, the analysis of the shape of the posterior distribution of the 
repeat bankruptcy probability makes it possible, in some cases, to observe that the financial 
condition of a company is not clear, despite clear assessments made on the basis of the point 
estimations. 
Keywords: company, arrangement bankruptcy, financial condition, Maximum Likelihood 
Method, Bayesian approach, logistic regression 
JEL: C11, C25, G33 

1. Introduction 

Company bankruptcy is an important issue for economic sciences. The establish- 
ment of new companies and the termination of business activity by some existing 
companies are natural phenomena in a free-market economy. Nevertheless, the situ-
ation where a company announces bankruptcy, and, consequently, discontinues its 
business activity has been the object of research carried out by scientists, economic 
practitioners, and financial institutions. This increased interest might be explained 
by serious social and economic consequences of bankruptcies, therefore there 
is a need for developing methods of bankruptcy prediction. 
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 The paper by Sun et al. (2014) contains a review of about 140 publications dated 
1966–2014 on bankruptcy prediction problems, with respect to e.g. the definition of 
disadvantageous financial condition of a company and company bankruptcy. The 
authors emphasised the diversity of definitions of the above-mentioned phenomena. 
They also demonstrated that theoretical arguments define three levels of a disad- 
vantageous financial condition, while empirical studies are usually limited to the 
analysis of just two conditions: a healthy company and a bankrupt company. 
 Bankruptcy is awarded to a company by a court. In the period from 1 October 
2003 to 31 December 2015, a court could decide on two types of bankruptcy with 
regard to insolvent companies: bankruptcy open to arrangements and liquidation 
bankruptcy.1 The former enables a company to continue its business activity on con-
dition that it complies with  procedures enabling it to pay off as much of its debt as 
possible. 
 In the meantime, the company bankruptcy law in Poland was amended to the 
effect that now, each bankruptcy is announced as business liquidation. However, the 
new regulation,2 in force since 1 January 2016, foresees, instead of arrangement 
bankruptcy, four new procedures leading to an arrangement between the debtor 
and the creditors, thus giving debtors more opportunities to solve their problems. 
Additionally, the legislator introduced the possibility of an arrangement in the case 
of insolvency, which is applied in order to give a company a chance to survive in 
a situation where opening or continuing a restructuring procedure is impossible. 
The aim of the new restructuring law is to increase the efficiency of procedures 
leading to an arrangement between the debtor and the creditors. 
 Predicting bankruptcy is a frequent topic in literature describing the application 
of multidimensional statistical analysis to the business sector. However, only few 
papers focus on the statistical assessment of the financial condition of companies in 
the years following the declaration of bankruptcy. Examining the process of 
overcoming insolvency issues might become a valuable source of information that is 
useful in the assessment of a success probability in the case of the accomplishment of 
restructuring proposals by subsequent bankrupts. 
 The aim of this paper is to present the results of the assessment of the financial 
condition of companies from the construction industry after the announcement of 
arrangement bankruptcy in comparison to the condition of healthy companies. The 
logistic regression model estimated by means of the maximum likelihood method 
and the Bayesian approach were used for this purpose. The research hypothesis 
claims that the application of the Bayesian approach to the logistic regression model 

                    
1 Ustawa z dnia 28 lutego 2003 r. – Prawo upadłościowe, Dz.U. 2003 nr 60 poz. 535. 
2 Ustawa z dnia 15 maja 2015 r. – Prawo restrukturyzacyjne, Dz.U. 2015 poz. 978. 
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guarantees the enrichment of conclusions on a company’s post-arrangement-
bankruptcy financial condition drawn on the basis of the logistic regression model 
estimated by means of the maximum likelihood method. The first achievement 
of our study is the assessment of the financial condition of companies from the 
construction industry in relation to which arrangement bankruptcy has been an-
nounced. This means they try to deal with their solvency issues following the bank-
ruptcy arrangements affirmed by a court. The second achievement involves applying 
a combination of the classical and Bayesian logistic regression models in the process 
of assessing the financial condition of bankrupt companies in the years following the 
announcement of bankruptcy, and presenting the benefits of such a combination. 
The results of our pilot research for the years 2005 and 2009 were previously 
presented in Kostrzewska et al. (2016). 
 The remaining part of the paper is organised in the following way: Section 2 pre-
sents the state of research on bankrupt companies, Section 3 describes the process of 
data preparation, Section 4 details the methodology of the empirical examination, 
Section 5 shows the results of calculations, their interpretation and graphical 
presentation, Section 6 discusses the received results in the light of knowledge on 
further histories of the analysed bankrupt companies, Section 7 summarises the 
reflections on the topics covered in the paper. The list of literature referred to in the 
work is included at the end of the paper. 

2. State of research 

Scientists have been researching efficient bankruptcy prediction methods since as 
early as the 20th century. The most popular bankruptcy prediction methods include 
for instance: the linear discriminant function (e.g. Altman, 1968; García et al., 2019; 
Lee and Choi, 2013), the logit model (e.g. Ohlson, 1980; Li and Wang, 2014; Tseng 
and Hu, 2010), the classification tree (e.g. Frydman et al., 1985; Abellán and 
Castellano, 2017; Tsai et al., 2014), the neural network (e.g. Odom and Sharda, 1990; 
López et al., 2015; Tkáč and Verner, 2016), the support vector machine (e.g. Liang et 
al., 2015; Sun et al., 2017; Zhou et al., 2015), the hazard model (e.g. Beaver et al., 2005; 
Beaver et al., 2012; Shumway, 2001), and the ensemble method (e.g. Ekinci and Erdal, 
2017; Pawełek, 2019; Zhou and Lai, 2017). The above-mentioned types of analyses are 
based on sets of financial data obtained from healthy and bankrupt companies dated 
usually a year or two before the bankruptcy occurred. The Bayesian approach in 
forecasting bankruptcy was also applied and described in literature (e.g. Sarkar and 
Sriram, 2001; Sun and Shenoy, 2007; Trabelsi et al., 2015), whereas the Bayesian 
logistic regression has not yet been used in the presented context, as far as we know. 
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 Scientific literature on company bankruptcies also discusses issues relating to 
insolvent companies’ activity ensuing their bankruptcy. For instance, Eberhart et al. 
(1999) examined reactions of the capital market to bankruptcies of listed companies. 
In their analysis, the authors applied, for example cumulative abnormal returns to 
analyse changes in share prices of bankrupt companies in a period of 200 days 
following the bankruptcy announcement. 
 Another important issue is the assessment of the risk of repeat bankruptcy of 
companies (e.g. Platt and Platt, 2002; Altman and Branch, 2015). Analyses are 
conducted on the basis of financial data of bankrupt companies. In order to predict 
the threat of repeat bankruptcy, Platt and Platt (2002) used the logit model. The 
research set consisted of 51 bankrupt companies, 9 out of which were subject to 
bankruptcy procedures for the second time. The model included three explanatory 
variables: annual abnormal return, net sales one year after re-emerging from 
bankruptcy, and the number of months spent in the first bankruptcy process. The 
classification accuracy of the model was high, i.e. 90.2% in total, 88.9% in the group 
of repeat bankrupts and 90.5% in the group of bankrupts continuing their business 
activity. On the basis of the estimated model, it was demonstrated that a decrease in 
annual abnormal return, a decrease in net sales one year after re-emerging from 
bankruptcy, and an increase in the number of months spent in the first bankruptcy 
process might increase the probability of repeat bankruptcy ceteris paribus. Platt and 
Platt (2002) presented the similarities and differences between their research and the 
results presented in the work of Hotchkiss (1995). 
 Altman and Branch (2015) measured the usefulness of the Altman Z-Score 
formula intended for predicting the success or failure of a company’s post- 
-bankruptcy business activity. The linear discriminant function was determined on 
the basis of the following financial indicators: Current Assets – Current Liabilities / 
Total Assets, Retained Earnings / Total Assets, EBIT / Total Assets and Book Value 
of Equity / Total Liabilities. In their research, the authors analysed two groups of 
companies – one group that consisted of companies which experienced problems 
with continuing their business activity only once, and the other comprising busi-
nesses which had become bankrupt twice. The research set consisted of 148 
bankrupt companies, 61 of which had difficulty in continuing their business activity. 
According to the authors, both courts and persons responsible for restructuring of 
companies should employ statistical methods to predict whether a company is prone 
to repeat bankruptcy as a form of supplementing the traditional analysis. Such 
methods may facilitate the assessment of the restructuring plan and the monitoring of 
the post-bankruptcy condition of a company in order to adjust the plan accordingly. 
A return to court means that the restructuring failed in terms of the concept, more- 
over generating social and economic costs. The authors emphasised the importance 
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of an early-warning system which would reduce the probability of the occurence of 
repeat bankruptcy, often preceded by a long and costly restructuring process. 
 An alternative approach to the above-mentioned concepts is the statistical 
evaluation of the financial condition of companies in the years following the 
announcement of arrangement bankruptcy compared against the condition of 
healthy companies (e.g. Kostrzewska et al., 2016; Pawełek et al., 2017). Within this 
approach, analyses are based on financial data of both healthy companies and 
companies which have announced bankruptcy. Thus, this solution makes it possible 
to research methods of solving bankruptcy problems by companies when data sets 
on bankrupt companies are not comprehensive enough. This approach might prove 
helpful in the selection of an appropriate recovery programme for companies 
experiencing solvency problems. However, caution is recommended when 
interpreting the results. It is because provisions of the tax law, policies of financial 
institutions, etc. are likely to influence the assessment of the economic condition of 
a company and its further existence on the market. Additionally, differences in 
accounting regulations, particularly in terms of the interpretation of international 
accounting standards, make it difficult – or even impossible – to compare data 
between countries. As a consequence, the examination of the financial condition of 
companies after arrangement bankruptcy must be conducted for each country 
separately. 

Moreover, no or limited comparability may occur within one country, as some 
companies are subject to audits of their financial statements, whereas others are not 
obliged to do so. In Poland there are companies with bad financial indicators that do 
not go bankrupt, but are doing well due to tax provisions allowing the use of 
financial losses when a company merges with another company with losses. On the 
other hand, financial institutions are distrustful of  companies with bad financial 
indicators and seek to receive their funds quickly by means of arrangement 
bankruptcy. Therefore, a company in a poorer financial condition may survive while 
a company in a better financial condition may go bankrupt if the latter has higher 
debts in financial institutions. What was said above shows the difficulties in 
assessing the financial condition of companies after arrangement bankruptcy is 
announced. 

3. Data processing 

3.1. Database 

The data used for the analysis have been collected from the Emerging Markets 
Information Service (EMIS).3 The research covered 369 construction companies in 
                    
3 http://www.emis.com. 
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Poland, including five companies undergoing arrangement bankruptcy (B1–B5). The 
court awards were issued between November 2003 and August 2004. The research 
used all 14 financial ratios available in the EMIS database which have been grouped as 
follows: liquidity ratios (R01–R03), liability ratios (R04–R06), profitability ratios (R07–
R10), and productivity ratios (R11–R14) (Table 1). 
 The financial data come from the years 2005–2009. The same legal bankruptcy 
and recovery provisions were in force in Poland in the period when companies 
under research were announcing arrangement bankruptcy and in the years for 
which companies’ financial statements were available. 
 
Table 1. Financial ratios 

Symbol Description   Symbol Description 

𝑅𝑅01  ........................  Current liquidity ratio   𝑅𝑅08  ........................  Net profitability 
𝑅𝑅02  ........................  Quick liquidity ratio   𝑅𝑅09  ........................  ROE 
𝑅𝑅03  ........................  Cash Ratio   𝑅𝑅10  ........................  ROA 
𝑅𝑅04  ........................  Total Debts to Assets   𝑅𝑅11  ........................  Accounts Receivable Turnover 
𝑅𝑅05   .......................  Debt to Equity   𝑅𝑅12  ........................  Fixed Asset Turnover 
𝑅𝑅06  ........................  Long-term debt to Equity   𝑅𝑅13  ........................  Total Asset Turnover 
𝑅𝑅07  ........................  Gross profitability   𝑅𝑅14  ........................  Operation cost to sales revenues 

Note. For interested readers, descriptive statistics of financial ratios for both analysed groups are available 
upon request. 
Source: based on information from the Emerging Markets Information Service. 

 
The empirical research was conducted on the basis of an unbalanced set. Sets 

of this kind, more often than balanced sets, are characterised by low accuracy of 
classification of bankrupt companies in the considered bankruptcy prediction 
methods. The above-mentioned phenomenon may result from a small proportion of 
bankrupts in the examined sets as well as, for instance, from the existence of 
untypical objects among healthy companies (e.g. Pawełek et al., 2015). An untypical 
company is understood by the authors as an object with outlying values of financial 
ratios. The studies conducted so far showed that the removal of these outliers (in this 
case the untypical objects among healthy companies) from a data set before 
performing estimations raises the classification accuracy of the logistic regression 
model (e.g. Pawełek et al., 2015). 

Thus, the preparation of the data for analysis includes also the detection of 
outliers. An outlier is an element that seems to be considerably different from other 
elements of a set in which it is included (e.g. Grubbs, 1969; Barnett and Lewis, 1994; 
Hodge and Austin, 2004; John, 1995). An outlier is often an element at an 
incomparably larger distance from other values in the set than the distances between 
other elements of the set (Johnson and Wichern, 1992). Papers on the examination 
of the financial condition of companies, especially those focusing on bankruptcy 



B. PAWEŁEK, J. KOSTRZEWSKA, M. KOSTRZEWSKI, K. GAŁUSZKA    Evaluation of the financial condition... 11 

 

 

prediction, might discuss the presence of outliers. The proposed solutions of this 
problem include ignoring it (e.g. Spicka, 2013), replacement or deletion of outliers 
(e.g. De Andrés et al., 2011; Shumway, 2001; Wu et al., 2010), or the application of 
robust methods (e.g. Hauser and Booth, 2011). 

Untypical healthy companies, defined as above, may be characterised by both  
a very good and a bad financial condition, which, with regard to numerous 
indicators, is similar to the condition of companies in announced bankruptcy. The 
detection and deletion of untypical healthy companies in/from a set of objects also 
has a substantive justification. Economic practice shows that companies in a bad 
financial condition (i.e. whose financial ratios are of disadvantageous values) might 
not be able to fulfil the prerequisites necessary to initiate bankruptcy proceedings or 
the obligation to file a bankruptcy petition. If no such petition is filed by creditors 
either, such companies exist on the market and affect the condition of the entire 
sector. 

3.2. Detection of outliers 

Due to the above, outliers were deleted from the data sets prior to the estimation of 
the parameters of logistic regression models. To detect outliers, two one-dimensio- 
nal methods were used, based on the quantile analysis or the Tukey criterion (Tukey, 
1977) and a multidimensional method based on the projection depth function (Zuo, 
2003). Each method was applied on the basis of all 14 discussed financial ratios, or – 
in the case of the one-dimensional methods – in combination with the discri- 
minatory power analysis (e.g. Yu et al., 2014), which uses financial ratios with 
stronger discriminatory power than others. Altogether, five methods were applied to 
detect untypical healthy companies. When interpreting the results of the analysis, it 
should be remembered that the financial ratios of typical healthy companies 
reflected the financial condition of the construction industry in a given year, which 
depended, for instance on the economic situation in Poland. 

The procedure based on the Tukey criterion required calculations of the first 
quartile (Q0.25) and the third quartile (Q0.75) for every financial ratio in the group 
of healthy companies, and then the calculation of the interquartile range (Q = 
= Q0.75 – Q0.25). Values outside of the range of <Q0.25 – 1.5Q, Q0.75 + 1.5Q> were con- 
sidered outliers. A healthy company was considered untypical if at least one financial 
ratio value was an outlier. 

The detection of an outlier by means of the quantile analysis was performed in the 
following way: the values of quantile Q0.10 (in the case of strong left-sided asymmetry 
of the financial ratio distribution), quantile Q0.90 (in the case of strong right-sided 
asymmetry) or quantiles Q0.05 and Q0.95 (if there was no strong asymmetry) were 
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defined for every financial ratio in the group of healthy companies. If a company 
had values of a given ratio lower than Q0.10, higher than Q0.90 or falling outside the 
range defined by quantiles Q0.05 and Q0.95, depending on the type of asymmetry 
observed, it was considered an outlier. As in the case of the Tukey criterion, a healthy 
company was considered untypical if at least one value of the financial ratios was 
an outlier. 

The projection depth function (Zuo, 2003) was applied to detect outliers in  
a multi-dimensional space. The concept of data depth is related to the nonpara- 
metric robust multi-dimensional statistical analysis developed within the scope of 
exploratory data analysis. This enables the determination of a linear order of multi-
dimensional observations with the use of a multi-dimensional median defined as 
a multi-dimensional centre of a set of observations (Zuo and Serfling, 2000). There 
are numerous depth functions available which assign a positive number to each 
observation derived from a certain distribution, determining its distance from the 
centre (e.g. Kosiorowski, 2008). We assumed arbitrarily that outlier healthy 
companies are the 10% of items located at the greatest distance from a multi- 
-dimensional centre. Here, it has to be remembered that the projection depth 
function used to detect outliers is a method which indicates items at a large distance 
from the centre of the data set, regardless of the direction of these items’ location (i.e. 
the group of the above-mentioned outlier companies may include both companies in 
a very good financial condition and companies experiencing serious financial 
problems). 

3.3. Discriminatory power of financial ratios 

In order to establish which ratios are best in signalling a company’s deteriorating 
financial condition, their discriminatory power was determined. The first approach 
was based on ratio distribution quantiles (e.g. Yu et al. 2014). The number of 
bankrupts belonging to the 10-percent range of extreme values for healthy 
companies (in the right or left tail of the distribution) was assumed as the criterion. 
When values adopted by the bankrupts were present in both tails of the distribution 
for healthy companies, then the percentage of bankrupts was checked in the two-
sided 10-percent range defined by quantiles Q0.05 and Q0.95. The higher the value of 
this criterion, the higher the discriminatory power of a given ratio. If in one of the 
areas defined by quantiles for healthy companies the ratio values were defined for at 
least two out of five bankrupt companies (which was a very mild criterion), then the 
ratio was considered as having a discriminatory power. The sets of financial ratios 
with a discriminatory power differed throughout the analysed years (Table 2). 
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In particular, at the beginning of the examined period, that is in 2005, as many 
as 12 ratios had a discriminatory power (calculated according to the adopted 
criterion), while in the three subsequent years – only 9 to 4 ratios. It means that the 
values of the financial ratios of construction companies shortly after the announ- 
cement of arrangement bankruptcy were in the tails of the distributions of ratios for 
healthy companies. The longer the time passed since the bankruptcy announcement, 
the fewer ratios had the discriminatory power and, consequently, the fewer bankrupt 
companies were characterised by extreme values of the financial ratios. The number 
of ratios with a discriminatory power increased from 4 variables in 2008 to 7 
variables in 2009, which may have resulted from the global financial crisis. In Po-
land, its repercussions included the deterioration of conditions for business activity 
within the construction industry in 2009. 

 
Table 2. Financial ratios with higher discriminatory power than other discussed ratios 

– the analysis based on the asymmetry and quantiles of distribution 

Year Financial ratios 𝑚𝑚 

2005  ................................................  𝑅𝑅01 𝑅𝑅02 𝑅𝑅04* 𝑅𝑅05 𝑅𝑅07 𝑅𝑅08 𝑅𝑅09** 𝑅𝑅10 𝑅𝑅11 𝑅𝑅12 𝑅𝑅13 𝑅𝑅14** 12 
2006  ................................................  𝑅𝑅04* 𝑅𝑅05 𝑅𝑅06 𝑅𝑅07** 𝑅𝑅08** 𝑅𝑅10** 𝑅𝑅11 𝑅𝑅12 𝑅𝑅14*   9 
2007  ................................................  𝑅𝑅05 𝑅𝑅06** 𝑅𝑅09 𝑅𝑅14*   4 
2008  ................................................  𝑅𝑅03** 𝑅𝑅05 𝑅𝑅06** 𝑅𝑅09   4 
2009  ................................................  𝑅𝑅03 𝑅𝑅07 𝑅𝑅08 𝑅𝑅09**𝑅𝑅10 𝑅𝑅11 𝑅𝑅14 *   7 

Note. 𝑚𝑚 – number of ratios, * – discriminatory power in the right tail, ** – discriminatory power in both tails, 
other – discriminatory power in the left tail. 
Source: authors’ calculation. 

 
The financial ratios with a higher discriminatory power than the other examined 

ratios (calculated according to the adopted criterion – Table 2) in individual years 
usually include representatives of three out of four groups. The only exception is the 
year 2005, i.e. shortly after the announcement of arrangement bankruptcy, when 
selected ratios from all four examined groups had a discriminatory power. Liquidity 
ratios did not occur in sets specified for the years 2006 and 2007. Liability ratios were 
missing for 2009, while productivity ratios were not specified for 2008. Selected 
profitability ratios were included in all sets. 

The second approach was based on the Tukey criterion with the hinge distance 
factor equal to 1.5. The number of bankrupts with ratio values belonging to the 
specified ranges of extreme values for healthy companies was the adopted criterion. 
The higher the value of this criterion, the bigger the discriminatory power of a given 
ratio. The financial ratios with discriminatory power were those for which the values 
of the ratios were recorded for at least two out of five bankrupt companies in areas 
defined by the Tukey criterion with the hinge distance factor equal to 1.5 for healthy 
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companies. At the beginning of the examined period, i.e. in 2005, only six financial 
ratios had a discriminatory power (calculated in accordance with the adopted 
criterion). In the following years, the number of ratios with a discriminatory power 
decreased from three variables in 2006 and 2007 to one variable in 2008 and 2009. 
The approach based on the Tukey criterion with the hinge distance factor equal to 
1.5 was more restrictive than the approach based on the quantiles of ratio distri- 
bution. 
 
Table 3. Financial ratios with higher discriminatory power than other discussed ratios  

– the analysis based on the Tukey criterion 

Year Financial ratios 𝑚𝑚 

2005  ................................................  𝑅𝑅05 𝑅𝑅07** 𝑅𝑅08** 𝑅𝑅09** 𝑅𝑅10 𝑅𝑅14** 6 
2006  ................................................  𝑅𝑅05 𝑅𝑅06 𝑅𝑅08** 3 
2007  ................................................  𝑅𝑅05 𝑅𝑅066** 𝑅𝑅09** 3 
2008  ................................................  𝑅𝑅06** 1 
2009 .................................................  𝑅𝑅14* 1 

Note. See Table 2. 
Source: authors’ calculation. 
 

There were no liquidity ratios with a higher discriminatory power than other 
analysed ratios (Table 3) in the examined years in the case of the Tukey criterion. 
Liability ratios did not occur in the set specified for 2009. Profitability ratios were 
missing in 2008 and 2009, while the productivity ratios were not specified for the 
years 2006–2008. 

3.4. Sets of companies used in logistic regression models 

To determine outliers for individual years, the one-dimensional analysis method 
based on the Tukey criterion and the quantile analysis, as well as the multi-
dimensional method based on the projection depth function were used. The 
methods were indicated with their first letters (T meant the analysis based on the 
Tukey criterion, Q – the quantile analysis, D – the projection depth function), which 
were followed by a two-digit symbol of a year (05, 06, 07, 08, and 09) and the 
number of financial ratios used to detect outliers (m = 4, 7, 9, 12, 14 in the analysis 
based on quantiles; m = 1, 3, 6, 14 in the analysis based on the Tukey criterion). If m 
does not equal 14, it means that the discriminatory power of financial ratios was 
taken into account in a given method. 

In further analyses, sets established by means of the above-mentioned methods 
were examined. The following variants were adopted: 
• variant   I – sets including all companies in a given year (complete database), 
• variant II – sets including all bankrupts and healthy companies other than 

untypical items for a given method in a given year. 
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The number of elements in the sets in variant II for individual years are presented 
in Table 4. 
 

Table 4. Numbers of elements in the sets in variant II depending on the method applied  
and the number of financial ratios (𝑚𝑚)  

Method 
Variant II 

2005 2006 2007 2008 2009 
      
𝑇𝑇. 𝑦𝑦𝑦𝑦. 14  ........................  188 

(𝑚𝑚 = 14) 
205 

(𝑚𝑚 = 14) 
197 

(𝑚𝑚 = 14) 
176 

(𝑚𝑚 = 14) 
188 

(𝑚𝑚 = 14) 
𝑇𝑇. 𝑦𝑦𝑦𝑦.𝑚𝑚  .........................  292 

(𝑚𝑚 = 6) 
320 

(𝑚𝑚 = 3) 
309 

(𝑚𝑚 = 3) 
321 

(𝑚𝑚 = 1) 
353 

(𝑚𝑚 = 1) 
𝑄𝑄. 𝑦𝑦𝑦𝑦. 14  .......................  174 

(𝑚𝑚 = 14) 
190 

(𝑚𝑚 = 14) 
167 

(𝑚𝑚 = 14) 
169 

(𝑚𝑚 = 14) 
179 

(𝑚𝑚 = 14) 
𝑄𝑄. 𝑦𝑦𝑦𝑦.𝑚𝑚  .........................  213 

(𝑚𝑚 = 12) 
247 

(𝑚𝑚 = 9) 
269 

(𝑚𝑚 = 4) 
272 

(𝑚𝑚 = 4) 
268 

(𝑚𝑚 = 7) 
𝐷𝐷. 𝑦𝑦𝑦𝑦. 14  .......................  333 

(𝑚𝑚 = 14) 
333 

(𝑚𝑚 = 14) 
333 

(𝑚𝑚 = 14) 
333 

(𝑚𝑚 = 14) 
333 

(𝑚𝑚 = 14) 

Note. 𝑇𝑇.𝑦𝑦𝑦𝑦. 14 (𝑇𝑇.𝑦𝑦𝑦𝑦.𝑚𝑚) – the method based on the Tukey criterion applied for data from the year 20𝑦𝑦𝑦𝑦 
and concerning 14 (𝑚𝑚) financial ratios, 𝑄𝑄.𝑦𝑦𝑦𝑦. 14 (𝑄𝑄.𝑦𝑦𝑦𝑦.𝑚𝑚) – the method based on quantiles applied for 
data from the year 20𝑦𝑦𝑦𝑦 and concerning 14 (𝑚𝑚) financial ratios, 𝐷𝐷.𝑦𝑦𝑦𝑦. 14 – the method based on the 
projection depth function applied for data from year 20𝑦𝑦𝑦𝑦 and concerning 14 (𝑚𝑚) financial ratios. 
Source: authors’ calculation. 

 
In the case of the one-dimensional analysis based on the Tukey criterion or the 

quantile analysis including/not including information on the discriminatory power 
of financial ratios for different years, various numbers of elements in variant II 
(Table 4) were received, as, due to the values of different ratios, the outliers do not 
necessarily need to be the same. In the case of the multi-dimensional analysis based 
on the projection depth function, sets containing the same numbers of elements in 
variant II (333 companies) were obtained for different years. However, in the case of 
both the one-dimensional methods (depending on whether the discriminatory 
power of ratios was taken into account) and the multi-dimensional analysis, the 
same items do not necessarily have to be outliers. Thus, differences may occur in 
logistic regression models assessed using knowledge based on outliers that have been 
obtained through various methods. 

4. Research methodology 

To assess the financial condition of construction companies in Poland, the following 
logistic regression model was applied: 
 

 𝑃𝑃(𝑦𝑦𝑖𝑖 = bankrupt 𝐱𝐱𝐢𝐢) =
exp (𝐱𝐱𝐢𝐢𝜷𝜷+ 𝜀𝜀𝑖𝑖)

1 + exp (𝐱𝐱𝐢𝐢𝜷𝜷+ 𝜀𝜀𝑖𝑖)
 (1) 
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where: 
𝑦𝑦𝑖𝑖  – the dependent variable for the i-th object, 
𝐱𝐱𝐢𝐢 – the vector of explanatory variables for the i-th object, 
𝜷𝜷  – the vector of parameters, 
𝜀𝜀𝑖𝑖   – the error term. 

 
On this basis, the companies were classified into two groups: a group of entities in 

a financial condition typical for healthy companies (i.e. non-bankrupt – ‘NB’ Group) 
and a group of entities in a financial condition typical for companies with 
announced arrangement bankruptcy (i.e. bankrupt – ‘B’ Group). Classification into 
the ‘B’ Group in the case of bankrupt companies meant that they were prone to re-
peat bankruptcy, while companies classified into the ‘NB’ Group were in a financial 
condition similar to that of healthy companies. 
 To estimate the parameters of the logistic regression model, the maximum like- 
lihood method and the Bayesian approach were used. Explanatory variables were 
selected by means of the backward stepwise regression method. As a result, the 
maximum likelihood logistic regression model (ML logistic regression model) and 
the Bayesian logistic regression model were built on the same sets of explanatory 
variables. These approaches were applied jointly in order to supplement the results 
obtained in the classical approach with the information obtained through the 
Bayesian approach. 
 As far as the ML logistic regression model is concerned, the authors made point 
and interval estimations of the probability of a company falling into a group of items 
in a financial condition typical for companies with announced arrangement bank- 
ruptcy, i.e. a group of items threatened with first or repeat bankruptcy (hereinafter 
referred to as ‘bankruptcy probability’). For each company, point estimates of 
bankruptcy probability were assessed using respective values of financial ratios 
within the ML logistic regression model. Interval estimates of bankruptcy probability 
for every company were obtained in compliance with the methodology described in 
the paper by Neter et al. (1989). The logit transformation was used for the 
calculations. 

A company was classified into the group of entities exposed to the risk of 
bankruptcy if the point estimate of bankruptcy probability calculated on the basis of 
the ML logistic regression model was higher than 0.5. In the case of 95% confidence 
intervals for bankruptcy probability, a company was considered prone to bankruptcy 
if the lower bound of the confidence interval was above 0.5. If the upper bound of 
the confidence interval was below 0.5, a company was considered to be in 
a financial condition typical for healthy companies in a given year. However, if the 
lower bound of the confidence interval was below 0.5, while the upper was above 0.5, 
the financial condition of a given entity was considered ambiguous. 
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The Bayesian inference is based on the posterior distribution, which combines 
prior knowledge and information provided by data within a mathematical model. 
The approach can be applied regardless of the size of the data set. Moreover, it takes 
into account the uncertainty regarding unknown parameters. Therefore, the 
Bayesian approach provides the distribution of an unknown quantity, unlike a single 
point or interval estimate, which is the case for the maximum likelihood method. 

In the Bayesian approach, in order to express the lack of prior knowledge for the 
individual parameters of the logistic regression model, relatively uninformative prior 
independent normal distributions 𝑁𝑁(0, 10) were assumed. The expected value equal 
to zero corresponded to the assumption concerning the statistical insignificance of 
the model parameters. In other words, neither negative nor positive signs of the 
parameters were priorly preferable, while the standard deviation of 10 made the 
prior distribution diffuse. The random walk Metropolis-Hastings algorithm was 
used to sample from the posterior distribution of the parameters (Gamerman and 
Lopes, 2006). The starting points of the algorithm were assumed at the level of the 
maximum likelihood estimates. The acceptance rates of the numerical algorithm 
were high and exceeded 40 percent. The presented results of the Bayesian inference 
were based on 100,000 MCMC draws, preceded by 50,000 burn-in Markov chain 
cycles. 

It was assumed that if the point estimate of the median of the posterior distribu- 
tion of the bankruptcy probability was higher than 0.5, such a company was 
classified into the group of items threatened with first or repeat bankruptcy. The 
classification on the basis of the expected value of the posterior distribution led to 
the same conclusions. The examination of the financial condition of companies was 
also based on a graphical analysis of the posterior distribution of the probability of 
a company belonging to the ‘B’ Group, presented by means of histograms. 

The classification accuracy of the estimated logistic regression models was 
assessed by means of the following measures (e.g. Birdsall, 1973; Fawcett, 2006; 
Krzanowski and Hand, 2009): sensitivity – calculated as a percentage of companies 
in announced arrangement bankruptcy that were classified in the ‘B’ Group; 
specificity – calculated as a percentage of healthy companies that were classified in 
the ‘NB’ Group; AUC measure – the area under the ROC curve. Due to a high 
percentage of healthy companies and a small percentage of bankrupts, the sensitivity 
and AUC measures were chosen as the classification accuracy measures, recommen- 
ded in literature for imbalanced sets (García et al., 2015; Kostrzewska et al., 2016). 
The measures of the classification accuracy were calculated on the basis of a full data 
set (variant I), i.e. including the outliers. Therefore, it was possible to maintain the 
comparability of the calculated measures between individual models built on the 
basis of various data sets cleaned by means of various methods of outlier detection. 
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5. Empirical results 

Following the removal of outliers from the data set by means of any of the above-
mentioned methods, in order to classify the companies according to the financial 
condition either into the ‘NB’ Group (i.e. of entities whose financial condition 
resembles that of a healthy company) or the ‘B’ Group (i.e. of entities in a financial 
condition typical for companies in announced arrangement bankruptcy), the 
authors estimated 25 ML logistic regression models and 25 corresponding Bayesian 
logistic regression models (5 ML models and 5 Bayesian models for every year in the 
period 2005–2009). As mentioned before, the reduction of the input set of 
explanatory variables was performed by means of the backward stepwise regression 
method. The list of variables left in the logistic regression model estimated for 
individual years in the period 2005–2009 is presented in Table 5. 

 
Table 5. Financial ratios in the logistic regression models after reduction of the input set  

of explanatory variables 

Model 
Explanatory variables in the logistic regression model 

2005 2006 2007 2008 2009 
      
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  

𝑅𝑅04 𝑅𝑅05 𝑅𝑅09  𝑅𝑅05 𝑅𝑅06 𝑅𝑅05 𝑅𝑅06𝑅𝑅10 𝑅𝑅14 𝑅𝑅06 𝑅𝑅14 𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  .................  
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  

𝑅𝑅10 𝑅𝑅14 𝑅𝑅05 𝑅𝑅05 𝑅𝑅06 𝑅𝑅06 𝑅𝑅14 𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  ..................  
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14 

𝑅𝑅04 𝑅𝑅04 𝑅𝑅05 𝑅𝑅08 𝑅𝑅05 𝑅𝑅06  𝑅𝑅05 𝑅𝑅06𝑅𝑅10 𝑅𝑅14 𝑅𝑅14  𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ................  
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚 

𝑅𝑅04 𝑅𝑅04 𝑅𝑅05 𝑅𝑅08 𝑅𝑅05 𝑅𝑅06 𝑅𝑅05 𝑅𝑅06 𝑅𝑅14  𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  .................  
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14 

𝑅𝑅04 𝑅𝑅04 𝑅𝑅05 𝑅𝑅08 𝑅𝑅05 𝑅𝑅06𝑅𝑅08 𝑅𝑅14 𝑅𝑅05 𝑅𝑅06𝑅𝑅11 𝑅𝑅14 𝑅𝑅09  𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ................  

Note. 𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦. 14 (𝑀𝑀𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦. 14) – the ML logistic regression model (the Bayesian logistic regression model) 
built on the basis of data cleaned with a method based on the Tukey criterion dated 20𝑦𝑦𝑦𝑦 and referring 
initially to 14 financial ratios, 𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦.𝑚𝑚 (𝑀𝑀𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦.𝑚𝑚) – the ML model (the Bayesian model) built on the 
basis of data cleaned with a method based on the Tukey criterion dated 20𝑦𝑦𝑦𝑦 and referring initially 
to m financial ratios, 𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦. 14 (𝑀𝑀𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦. 14) – the ML model (the Bayesian model) built on the basis 
of data cleaned with a method based on quantiles dated 20𝑦𝑦𝑦𝑦 and referring initially to 14 financial ratios, 
𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦.𝑚𝑚 (𝑀𝑀𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦.𝑚𝑚) – the ML model (the Bayesian model) built on the basis of data cleaned with 
a method based on quantiles dated 20𝑦𝑦𝑦𝑦 and referring initially to 𝑚𝑚 financial ratios, 𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦. 14 
(𝑀𝑀𝑀𝑀𝑀𝑀.𝑦𝑦𝑦𝑦. 14) – the ML model (the Bayesian model) built on the basis of data cleaned with a method 
based on the projection depth function dated 20𝑦𝑦𝑦𝑦 and referring initially to 14 financial ratios. 
Source: authors’ calculation using the STATISTICA software. 
 
 

The analysis of the set of financial ratios with a statistically significant impact on 
the probability of belonging to the group of entities in a financial condition typical 
for companies in announced arrangement bankruptcy led to the conclusion that the 
role of liability ratios was of particular importance – mainly in the years 2005–2008. 
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The liquidity ratios did not have a significant impact on the bankruptcy probability 
in the analysed group of companies and in the reviewed period. Profitability ratios 
were present every year but for different variants of models. The role of productivity 
ratios was of particular importance for the assessment of bankruptcy risk in the years 
2008 and 2009. 

When predicting bankruptcies on the basis of unbalanced sets, it is advisable to 
use the sensitivity measure followed by the AUC measure first, due to a high 
percentage of healthy companies and a low percentage of bankrupts. The high values 
of the specificity measure may result from a large share of healthy companies in the 
sample. Tables 6 and 7 present the values of sensitivity and AUC measures calculated 
for the logistic regression model prepared by means of the maximum likelihood 
method and the Bayesian approach. 

 

Table 6. Sensitivity measure for the ML and the Bayesian logistic regression models estimated 
on the basis of sets without outliers 

Model 
Sensitivity 

2005 2006 2007 2008 2009 

𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ............  0.8 0.6 0.6 0.8 0.4 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ........  0.8 0.6 0.6 0.4 0.2 
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  .............  0.2 0.4 0.6 0.2 0.4 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  ..........  0.4 0.4 0.6 0.2 0.2 
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ...........  0.8 0.8 0.6 0.6 0.6 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ........  0.8 0.8 0.6 0.4 0.2 
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚 .............  0.8 0.8 0.4 0.2 0.6 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  .........  0.8 0.8 0.4 0.2 0.4 
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ...........  0.8 0.6 0.4 0.2 0.2 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ........  0.8 0.6 0.4 0.2 0.2 

Note. See Table 5, specificity measures higher than 0.5 are shown in bold. 
Source: authors’ calculation using the STATISTICA software. 

 
On the basis of information presented in Tables 6 and 7, it may be stated that the 

values of the sensitivity and AUC measures for the ML logistic regression models and 
Bayesian logistic regression models are usually similar. The largest differences were 
observed for the sensitivity measures in the years 2008 and 2009, when the 
assessment of bankruptcy risk calculated by means of the Bayesian model was milder 
than in the case of the ML model. 
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Table 7. AUC measure for the ML and the Bayesian logistic regression models estimated  
on the basis of sets without outliers 

Model 
AUC 

2005 2006 2007 2008 2009 

𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ............  0.945 0.904 0.764 0.903 0.857 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ........  0.945 0.891 0.764 0.879 0.852 
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  .............  0.706 0.744 0.757 0.607 0.824 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  ..........  0.726 0.747 0.762 0.629 0.826 
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ...........  0.945 0.911 0.759 0.908 0.822 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ........  0.945 0.900 0.764 0.874 0.826 
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚 .............  0.945 0.901 0.770 0.792 0.833 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦.𝑚𝑚  .........  0.945 0.895 0.770 0.790 0.826 
𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ...........  0.942 0.888 0.898 0.932 0.772 
𝑀𝑀𝑀𝑀𝑀𝑀. 𝑦𝑦𝑦𝑦. 14  ........  0.945 0.885 0.817 0.927 0.772 

Note. See Table 5, AUC measures higher than 0.8 are shown in bold. 
Source: authors’ calculation using the STATISTICA software. 

 
 Out of the considered logistic regression models (i.e. estimated on the basis 
of data sets with outliers deleted by means of various methods), the authors selected  
models with the highest sensitivity and AUC measures for further analysis. Values of 
the specificity measure were also taken into consideration in the analysis. The 
examination of these measures led to the conclusion that taking account of the 
discriminatory power of financial ratios usually did not improve the classification 
accuracy measured by the sensitivity and AUC measures. Among the models 
estimated on sets constructed without the use of the discriminatory power analysis, 
the highest values of the sensitivity, specificity and AUC measures were usually 
observed in the case of models built on the basis of the quantile analysis. The 
advantage of this solution was minor compared to the solution based on the Tukey 
criterion. Therefore, further analysis was conducted on the basis of the models 
MQ.yy.14 and MQB.yy.14, where yy = 05, 06, 07, 08, 09, i.e. the ML logistic 
regression and the Bayesian logistic regression models estimated on the sets cleaned 
by means of the quantile analysis. 
 The aim of the study was to assess the financial condition of five bankrupt 
companies in the years 2005–2009, i.e. shortly after they announced arrangement 
bankruptcy. Therefore, the classification of healthy companies was ignored in the 
discussion on the results of the analysis. 

Table 8 presents, for each bankrupt company B1–B5, the point estimates of the 
probability of belonging to the ‘B’ Group of entities (whose financial condition is 
typical for companies with announced arrangement bankruptcy) and 95% 
confidence intervals for the repeat bankruptcy probability determined by means of 
the ML logistic regression model (MQ.yy.14). 
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Table 8. Point and interval (in round brackets) estimates of the probability  
of belonging to a group of entities in a financial condition typical  
for companies with announced arrangement bankruptcy, calculated  
for each bankrupt company B1–B5 by means of the ML logistic regression model 

Year 
Company with announced arrangement bankruptcy 

B1 B2 B3 B4 B5 
      
2005  ..............  0.9408 

(0.1401, 0.9994) 
0.9301 

(0.1338, 0.9991) 
1.0000 

(0.8651, 1.0000) 
0.9823 

(0.1894, 0.9999) 
0.0123 

(0.0015, 0.0961) 
2006  ..............  0.9101 

(0.0202, 0.9998) 
1.0000 

(0.9999, 1.0000) 
0.9235 

(0.0271, 0.9998) 
0.9885 

(0.0355, 1.0000) 
0.0045 

(0.0005, 0.0400) 
2007  ..............  0.9996 

(0.0297, 1.0000) 
0.6787 

(0.0440, 0.9898) 
0.0192 

(0.0051, 0.0702) 
0.6691 

(0.0525, 0.9866) 
0.0024 

(0.0003, 0.0225) 
2008  ..............  0.9959 

(0.1329, 1.0000) 
0.8137 

(0.0518, 0.9972) 
0.0102 

(0.0010, 0.0964) 
0.9706 

(0.0005, 1.0000) 
0.4152 

(0.0542, 0.8979) 
2009  ..............  0.9953 

(0.6086, 1.0000) 
0.0064 

(0.0011, 0.0369) 
0.0170 

(0.0043, 0.0651) 
0.6553 

(0.1593, 0.9502) 
0.7272 

(0.1824, 0.9695) 

Source: authors’ calculation using the STATISTICA software. 

 
Considering the point estimates of the probability of bankrupt companies 

B1–B5 belonging to the ‘B’ Group of entities, as determined by means of the ML 
logistic regression model for the years 2005–2009 (Table 8), it may be stated, 
in accordance with the adopted criterion, that the financial condition typical 
for healthy companies was observed for company B2 in 2009, B3 in 2007–2009 
and B5 in 2005–2008. In general, 95% confidence intervals confirmed these 
conclusions. The assessment of the financial condition of bankrupt company B5 

in 2008 was the only exception as the interval estimation indicated an unclear 
situation of this company. Furthermore, the risk of repeat bankruptcy established 
on the basis of the point estimations of the bankruptcy probability (17 cases – see 
Table 8) was confirmed by the interval estimations with respect to only three 
bankrupts, i.e. B1 in 2009, B2 in 2006 and B3 in 2005. In the remaining 14 cases, 
the interval estimates indicated an unclear financial condition of the analysed 
bankrupts. 

An unclear assessment of the financial condition of bankrupts on the basis of the 
point and interval estimations of repeat bankruptcy probability led to performing 
the Bayesian analysis on the 25 analysed cases. Figures 1–5 present histograms of the 
posterior distribution of the repeat bankruptcy probability for individual bankrupt 
companies B1–B5, with medians yielded by the Bayesian logistic regression model 
(MQB.yy.14). 
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Figure 1. Histograms of the posterior distribution of the probability of bankrupt companies 
B1–B5 belonging to the group of entities in a financial condition typical for companies 
with announced arrangement bankruptcy, and median values (marked with a black 
triangle) defined by means of the Bayesian logistic regression model for 2005 

 
Source: authors’ calculation using the MCMCpack package in R. 
 

The analysis of the medians and the shape of the histograms of the posterior 
distribution of the probability of bankrupt companies belonging to the group of 
entities in a financial condition typical for companies with announced arrangement 
bankruptcy (Figure 1) in 2005 shows the threat of repeat bankruptcy of bankrupts 
B1–B4. The shapes of the histograms obtained for bankrupts B1 and B2 indicate that 
the risk of repeat bankruptcy for these companies is lower than in the case of 
bankrupt B4. As far as company B5 is concerned, the median value and the histogram 
show that the financial condition of this bankrupt in 2005 was similar to the 
condition typical for healthy companies. 
 
Figure 2. Histograms of the posterior distribution of the probability of bankrupt companies 

B1–B5 belonging to the group of entities in a financial condition typical for companies 
with announced arrangement bankruptcy, and median values (marked with a black 
triangle) defined by means of the Bayesian logistic regression model for 2006 

 
Source: authors’ calculation using the MCMCpack package in R. 
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The medians and histograms of the posterior distribution of bankruptcy probability 
calculated for 2006 (Figure 2) show the threat of repeat bankruptcy of bankrupts B1–
B4. In the case of company B5, the median indicates the similarity of this bankrupt’s 
financial condition to the condition typical for a healthy company. The histograms 
of the posterior distribution of the repeat bankruptcy probability for companies B1, 
B2, and B4 strengthen the conclusions made on the basis of the medians, and 
bankrupt B2 seems to be more threatened with repeat bankruptcy than bankrupts B1 
and B4. It is difficult to defend the conclusion regarding the threat of repeat 
bankruptcy of bankrupt B3 obtained on the basis of the medians, as the histogram for 
this company shows that the assessment of its financial condition is unclear. On the 
basis of the shape of the histogram obtained for bankrupt B5, it is possible to uphold 
the conclusion made on the basis of the medians. 
 
Figure 3. Histograms of the posterior distribution of the probability of bankrupt companies 

B1–B5 belonging to the group of entities in a financial condition typical for companies 
with announced arrangement bankruptcy, and median values (marked with a black 
triangle) defined by means of the Bayesian logistic regression model for 2007 

 
Source: authors’ calculation using the MCMCpack package in R. 
 

 The medians of the posterior distribution of bankruptcy probability calculated for 
2007 (Figure 3), demonstrate that for bankrupts B1, B2, and B4 there is a threat of re-
peat bankruptcy. The histogram of the posterior distribution of bankruptcy probability 
for bankrupt B1 definitely justifies the conclusion made on the basis of the median. The 
shapes of the histograms in the case of bankrupts B2 and B4 allow only for a relatively 
unclear assessment of their financial condition. The medians calculated for companies 
B3 and B5 suggest the similarity between their financial conditions and that of 
a healthy company. The analysis of the histograms reinforces these conclusions. 
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Figure 4. Histograms of the posterior distribution of the probability of bankrupt companies 
B1–B5 belonging to the group of entities in a financial condition typical for companies 
with announced arrangement bankruptcy, and median values (marked with a black 
triangle) defined by means of the Bayesian logistic regression model for 2008 

 
Source: authors’ calculation using the MCMCpack package in R. 
 

The analysis of the medians of the posterior distribution of the bankruptcy 
probability calculated for 2008 (Figure 4) leads to the conclusion that bankrupts B1 
and B4 are threatened with repeat bankruptcy, while bankrupts B2, B3, and B5 are in 
a financial condition typical for healthy companies. The shape of the histograms of 
the posterior distribution of the bankruptcy probability confirm only the conclusions 
relating to bankrupts B3–B5. The shape of the histograms in the case of companies B1 
and B2 indicate an unclear assessment of those companies’ financial condition. 
 
 
Figure 5. Histograms of the posterior distribution of the probability of bankrupt companies 

B1–B5 belonging to the group of entities in a financial condition typical for companies 
with announced arrangement bankruptcy, and median values (marked with a black 
triangle) defined by means of the Bayesian logistic regression model for 2009 

 
Source: authors’ calculation using the MCMCpack package in R. 
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On the basis of the medians of the posterior distribution of the bankruptcy 
probability (Figure 5), only bankrupt B1 was threatened with repeat bankruptcy. This 
conclusion is confirmed by the shape of this company’s histogram of the posterior 
distribution of the bankruptcy probability. The shapes of the histograms also confirm 
that bankrupts B2 and B3 belong to the group of companies in a financial condition 
typical for healthy companies, while the histograms of the posterior distribution of 
the bankruptcy probability of companies B4 and B5 show an unclear assessment of 
their financial condition. 

6. Discussion 

Table 9 presents the results of the classification of the bankrupt companies under 
two groups: the group of entities in a financial condition typical for healthy 
companies (‘NB’ Group) and the group of entities in a financial condition typical for 
companies with announced arrangement bankruptcy (‘B’ Group), on the basis of the 
performed analyses and taking into account the assumptions defined in Section 3. 
 
Table 9. Results of the classification of bankrupt companies in ‘B’ and ‘NB’ groups on the basis 

of the point and interval estimations of the bankruptcy probability received by 
applying the ML logistic regression model, and medians and the shape 
of the histograms of the posterior distributions of the bankruptcy probability received 
in the Bayesian approach 

Bankrupt 

2005 2006 2007 2008 2009 

ML Bayes ML Bayes ML Bayes ML Bayes ML Bayes 

P CI M H P CI M H P CI M H P CI M H P CI M H 

𝐵𝐵1  .............  B – B B B – B B B – B B B – B – B B B B 
𝐵𝐵2  .............  B – B B B B B B B – B – B – NB – NB NB NB NB 
𝐵𝐵3  .............  B B B B B – B – NB NB NB NB NB NB NB NB NB NB NB NB 
𝐵𝐵4  .............  B – B B B – B B B – B – B – B B B – NB – 
𝐵𝐵5  .............  NB NB NB NB NB NB NB NB NB NB NB NB NB – NB NB B – NB – 

Note. ML – ML logistic regression model, Bayes – Bayesian logistic regression model, P – point estimation, CI 
– 95% confidence interval, M – posterior median, H – histogram of the posterior distribution,  
B – bankrupt, NB – non-bankrupt. 
Source: authors’ calculation. 

 
The point and interval estimations of bankruptcy probability performed on the 

basis of the ML logistic regression model for the year 2005 indicate a threat of repeat 
bankruptcy in the case of company B3, and the similarity of the financial condition of 
company B5 to a healthy company’s condition (Table 9). The medians and the shape 
of the histograms of the posterior distributions determined on the basis of the 
Bayesian approach confirm the above-mentioned conclusions. Moreover, the 
analysis of the medians and histograms of the posterior distribution indicates that 
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there is a threat of repeat bankruptcy for companies B1, B2, and B4. These conclusions 
comply only with the point estimations based on the maximum likelihood method. 

By means of the ML logistic regression model estimated for 2006 (Table 9), 
company B2 was assigned – on the basis of the point and interval estimations – to the 
group of companies threatened with repeat bankruptcy, while the financial 
condition of company B5 was found to be similar to that of healthy companies. The 
above conclusions were confirmed by the analysis of the medians and histograms of 
the posterior distribution defined as a result of the Bayesian approach. The use of the 
Bayesian approach yields a conclusion that companies B1 and B4 were threatened 
with repeat bankruptcy. This conclusion complies only with the point estimations 
based on the maximum likelihood method. 

The results of the analysis of the point and interval estimations received on the 
basis of the ML logistic regression model estimated for the data for 2007 (Table 9) 
indicate that the financial condition of companies B3 and B5 is similar to that of 
a healthy company, which is confirmed by the analysis based on the Bayesian 
approach. In addition, the median and the shape of the histogram indicate a threat of 
repeat bankruptcy for company B1. This suggestion is confirmed only by the point 
estimation based on the maximum likelihood method. 

Analysing the year 2008 (Table 9), the point and interval estimations lead to 
a conclusion that the financial condition of company B3 was similar to the financial 
condition of a healthy company. This conclusion complies with the results obtained 
by the Bayesian approach. The results of the Bayesian approach also suggest 
company B4 is threatened with bankruptcy and the financial condition of company 
B5 is similar to that of healthy companies. The point estimations of bankruptcy 
probability obtained by means of the ML logistic regression model leads to similar 
conclusions. 

The results received for 2009 according to the ML logistic regression model allow 
a statement that company B1 was threatened with repeat bankruptcy, while the 
financial condition of companies B2 and B3 are similar to those of healthy companies. 
The analysis of the medians and the shape of the histograms of the posterior 
distributions defined on the basis of the Bayesian approach confirmed the above 
findings. 

The results obtained for company B3 in the course of this study merit emphasis. In 
four out of five cases similar conclusions were drawn on the basis of the ML logistic 
regression model and the Bayesian logistic regression model. Analysing the year 
2005, this company was classified in the group of entities threatened with repeat 
bankruptcy. In the analysis for the year 2006, the point estimation of the bankruptcy 
probability (ML logistic regression model) and the median of the posterior 
distribution (Bayesian logistic regression model) again indicated that the company 
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was in danger of repeat bankruptcy. The interval estimation of the bankruptcy 
probability (ML logistic regression model) and the shape of the histogram of the 
posterior distribution (Bayesian logistic regression model, on the other hand, sug-
gest an unclear assessment of the company’s financial condition. From 2007 
bankrupt B3 was assigned to the group of entities with a financial condition typical 
for healthy companies. It should be noted that in March 2007, a court confirmed 
that bankrupt company B3 fulfilled the arrangements agreed upon with its creditors 
in December 2005. 

Company B5 was another bankrupt for which conclusions drawn on the basis of 
the ML logistic regression model and the Bayesian logistic regression model were 
similar in the majority of cases (three out of four). In the years 2005–2007, this 
bankrupt was classified in the group of entities whose financial condition was typical 
for healthy companies. In the years 2008 and 2009, the assessment of its financial 
condition was unclear – the finding which was reinforced by the interval estimation 
obtained on the basis of the ML logistic regression model and the histogram of the 
posterior distribution in the Bayesian approach, in the case of 2009. A court 
completed the bankruptcy procedure for the bankrupt company B5 in March 2005. 
With regard to that company, the court also stated that any enforcement 
proceedings or proceedings to secure claims conducted against the bankrupt in 
order to satisfy claims subject to the arrangements were discontinued, and all 
execution and enforcement titles became invalid. 

In the case of bankrupt B2, the conclusions made on the basis of the ML logistic 
regression model and the Bayesian logistic regression model were in accordance 
twice: in 2006, when the company was found to be threatened with repeat bank- 
ruptcy, and in 2009, when it was assigned to the group of entities in a financial 
condition typical for healthy companies. In May 2006, a court announced the 
bankruptcy procedure for this company finalized. This situation took place in April 
2012 again – the court then announced bankruptcy of company B2, including the 
liquidation of its assets. Taking into account the poor financial condition of bankrupt 
B2 in the years 2006–2008, that is after the bankruptcy procedure was completed and 
its condition started improving in 2009, the reasons for this company’s repeat 
bankruptcy in 2012 may be related to the so-called ‘second wave’ of the global 
financial crisis of 2007–2008. The impact of the macroeconomic environment on 
bankruptcies of companies has been discussed in literature (e.g. Platt and Platt, 2002). 

In the case of bankrupts B1 and B4, what was mainly observed were the threats of 
repeat bankruptcy or an unclear financial condition. As far as company B1 is 
concerned, we have not found any court records of its activities after the 
announcement of arrangement bankruptcy. However, in the case of bankrupt B4, the 
court ruled the finalisation of the bankruptcy procedure. 
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7. Conclusions 

In the light of the obtained results and further history of the studied bankrupt 
companies, the information on the financial condition of companies B3 and B5 prove 
very valuable. In the case of these bankrupts, similar results were obtained by two 
approaches, both based on the ML logistic regression model and the Bayesian 
logistic regression model. Thus, decisions made in these two companies may be 
a source of valuable information on how restructuring processes may improve the 
financial condition of companies facing insolvency problems. Nevertheless, these 
companies should be subject to further review, as bankruptcy may reoccur in the 
following years. The analysis of such cases as bankrupt B2 provides invaluable 
information on recovery strategies which ended in failure and so should be avoided 
by enterprises undergoing bankruptcy. 

In the paper, the analysis performed in the main part on the basis of the ML 
logistic regression model was supplemented with information yielded by the applica-
tion of the Bayesian approach. This facilitated performing a broader analysis than 
just the assessment of the financial condition by the classification of companies into 
two groups, namely companies threatened with repeat bankruptcy and entities in 
a financial condition as that of healthy companies in a given year. In particular, the 
analysis of the shape of the posterior distribution of bankruptcy probability, for 
instance, from the perspective of probability mass distribution and the level of 
dispersion of distribution, in some cases enabled an observation that the financial 
condition of a company is not clear, despite clear assessments based on the point 
estimations. Such information is provided by the confidence intervals established on 
the basis of the ML logistic regression model, although to a smaller extent than the 
results received through the Bayesian approach. 
In the authors’ opinion, the analysis of the process of overcoming insolvency 
problems by companies with announced arrangement bankruptcy may provide in-
formation useful for the assessment of the success probability of different restructur-
ing solutions, and thus valuable for future bankrupts. The logistic regression model, 
estimated by means of the maximum likelihood method, and the Bayesian approach 
prove effective in the assessment of the financial condition of companies undergoing 
arrangement bankruptcy in comparison to the condition of healthy companies. 
Models built for the years following the announcement of arrangement bankruptcy 
may constitute an element of the assessment system of the restructuring proposals 
prepared by companies under the threat of bankruptcy. 

The research carried out in this paper confirms the authors’ previous observa-
tions, namely that the deletion of outliers from a data set before conducting an 
estimation of logistic regression model parameters may improve the classification 
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accuracy. The model estimation was based on the maximum likelihood method and 
the Bayesian approach. The authors’ intention is to further extend the research, for 
example to the bootstrap method. In the case of the Bayesian approach, a scarcely 
informative prior distribution was adopted. In any further research, we suggest that 
expert knowledge should be taken into account when selecting the prior distribution.  
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Abstract. The aim of this paper is to present the differentiation of the situation in regional 
labour markets in Ukraine in the years 2004–2017. The analyses carried out for this purpose 
concern the diversity and dynamics of macroeconomic variables, such as labour productivity 
(measured by GDP per worker), wages, and unemployment rates. 

Moreover, using panel data from the Statistical Office of Ukraine, the authors estimate the 
parameters of a set of equations based on increments and levels by means of the system esti-
mator of the generalized Blundell and Bond moments method from 1998. The estimates con-
cern the parameters of equations describing the main determinants of the increase in un- 
employment rates and wages for the entire Ukrainian economy – both Left- and Right-Bank 
Ukraine. 
Keywords: unemployment rate, labour productivity, wages, Ukrainian economy, labour market 
JEL: J01, J31, J64, J69, R23 

1. Introduction 

The aim of the analyses carried out in the paper is to assess the spatial differentiation 
of the situation in regional labour markets in Ukraine in the years 2004–2017. The 
choice of this period resulted from the availability of relevant statistical data (by  
region) on the website of the Ukrainian statistical office.1 

The analyses concern the diversity and dynamics of such macroeconomic varia-
bles as labour productivity (measured by GDP per worker), wages and unemploy-
ment rates. In addition, the paper presents equation estimates of increases in unem-
ployment rates and wages, using panel data for Ukrainian regions. 

2. General characteristics of Ukrainian oblasts 

According to the 1996 Constitution of Ukraine (Chapter IX), the country is divided 
into 24 oblasts (regions), the Autonomous Republic of Crimea, further referred to as 
‘ARK’ with its capital Simferopol, and 2 special status cities: Kyiv and Sevastopol (see 
Map 1). Since 2014, the Autonomous Republic of Crimea and Sevastopol have been 
occupied by Russia, as a result of the Euromaidan of 2013/2014. 
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The Ukrainian oblasts are divided into 5 groups (for more details see e.g. 
Chugaievska et al., 2017, Chugaievska and Tokarski, 2018 or Tokarski et al., 2019). 
These groups consist of the following: 
• 8 regions of Western Ukraine (Khmelnytsky, Chernivtsi, Ivano-Frankivsk, Lviv, 

Rivne, Ternopil, Volyn, and Zakarpattia); 
• Northern Ukraine (city of Kyiv with its surroundings: Chernihiv, Kyiv region, 

Sumy, and Zhitomyr regions); 
• 4 regions of Eastern Ukraine (Kharkiv, Donetsk, Luhansk,2 and Zaporozhsky re- 

gions); 
• South Ukraine (Autonomous Republic of Crimea, Kherson, Mikolaiv, Odessa, 

and Sevastopol oblasts); 
• 5 oblasts of Central Ukraine (Cherkassy, Dnipropetrovsk, Kirovograd, Poltava, 

and Vinnytsia). 
 

Map 1. Administrative division of Ukraine 

 

Source: http://www.uec.com.pl/pl/ukraina/informacja_o_obwodach. 

 
Before World War I, the Volhynia and Rivne Oblasts (situated in Volhynia) were 

a peripheral part of the Russian Empire, while in the interwar period this territory 

                    
2 The Donetsk and Luhansk regions constitute an industrial area called the Donbass. The abbreviation 

Донбас (Russ. Донбасc) comes from the name Донецькийвугільнийбасейн (Russ. Донецкийкаменноуго 
льныйбассейн), or the Donetsk Coal Basin. 

http://www.uec.com.pl/pl/ukraina/informacja_o_obwodach
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belonged to Poland, just like the Lviv, Ivano-Frankivsk, and Tarnopol Oblasts, which 
until 1918 were the north-easternmost parts of the Kingdom of Galicia and Lodomeria 
(part of the Austrian Empire), but in the interwar period also belonged to Poland. In 
the years 1849–1918, the Chernivtsi Oblast of Bukovina (the Duchy of Bukovina) be-
longed to the Austrian Empire, and between World War I and World War II to Ro-
mania, while the Zakarpattia Oblast was part of the Kingdom of Hungary until 1918, 
and in the interwar period fell under the rule of Czechoslovakia. Before World War I, 
the Khmelnytsky Oblast in Podolia belonged to Russia, and in the interwar period 
became a part of the Soviet Union. In the period between the end of World War II and 
Ukraine regaining independence (in 1991), all the oblasts of Western Ukraine were 
part of the Ukrainian Soviet Socialist Republic (part of the Soviet Union). 

In short, for 200 years the regions of Western Ukraine were peripheral areas of the 
countries they belonged to. This situation was the reason for Western Ukraine’s social 
and political instability, and hindered its economic development (cf. e.g. Hrycak, 
2000; Serczyk, 2001; Hud, 2018). 

In the 19th and 20th century, the oblasts belonging to the remaining groups of dis-
tricts (in particular the districts located in Left-Bank Ukraine3 and the coastal dis-
tricts of Odessa, Mykolaiv, and Kherson) were politically and economically much 
more closely integrated with the Russian Empire, and later with the Soviet Union, 
than Western Ukraine. Therefore, their history and social, political, and economic 
relations were very different from that of Western Ukraine (after Hrytcak, 2000; 
Serczyk, 2001; Hud, 2018). 

3. Differences in labour productivity, wages and unemployment rates 
in Ukraine 

Map 2 shows the regional variation in labour productivity in Ukraine between 2004 
and 2017.4 The trajectories of this variable in groups of oblasts are illustrated in Fig-
ure 1. Map 2 and Figure 1 present the following information (see also Pustovoit, 
2016; Chugaievska et al., 2017; Tokarski et al., 2019):5 

                    
3 Left-Bank Ukraine (Right-Bank Ukraine) is the part of Ukraine that lies to the left (right) of the largest 

Ukrainian river – the Dnieper. 
4 The data on the Autonomous Republic of Crimea and Sevastopol illustrated in Maps 2–4 are the average 

values of the analysed variables from 2004–2013 (due to the annexation of the Crimean Peninsula by Rus-
sia in 2014). 

5 All the figures analysed below, expressed in monetary units, are converted into fixed prices as of 2016. 
In 2016, the nominal GDP of Ukraine totaled 2,385.4 billion hryvnias, while the Polish GDP amounted 
to 1,861.1 billion PLN. The real GDP of Ukraine at PPP and fixed prices in 2010 was equal to 682.5 billion 
dollars, while the Polish GDP to 925.8 billion dollars (https://w3.unece.org/). Therefore, the dollar was 
(according to PPP) equal to 3.495 hryvnias or 2.010 PLN. Hence the conclusion that 100 hryvnias in 2016, 
including PPP, amounted to PLN 57.5. 
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• the highest level of labour productivity was recorded in Kyiv (364,400 hryvnias). 
The Dniepropetrovsk (172,100 hryvnias) and Poltava (164,900 hryvnias) Oblasts 
in Central Ukraine, Donetsk (157,600 hryvnias) in Eastern Ukraine and the Kiev 
Oblast (147,000 hryvnias) in the north of Ukraine also demonstrated a high level 
of labour productivity for Ukrainian conditions; 

• the lowest labour productivity, i.e. below 80,000 hryvnias, was recorded in the 
Kherson Oblast (77,700 hryvnias) in Southern Ukraine, the Ternopil Oblast 
(74,700 hryvnias), the Zakarpattia Oblast (69,200 hryvnias), and in the Chernivtsi 
Oblast (62,900 hryvnias) in Western Ukraine; 

• Left-Bank Ukraine and the Odessa and Mykolaivs'ka Oblasts are characterised 
by higher technical employment infrastructure and often by stronger gravitational 
effects than Right-Bank Ukraine (Chugaievska et al., 2017). Therefore, the level 
of labour productivity in these areas was generally higher than in Western 
Ukraine; 

 
Map 2. Labour productivity in the oblasts in 2004–2017a (thousands of hryvnias, 2016 prices) 

 
a For ARK and Sevastopol, 2004–2013. 
Source: authors’ calculations based on data from www.ukrstat.gov.ua. 

 
• relatively large economic potential of the Ukrainian economy (measured by GDP 

per working person) was concentrated in Left-Bank Ukraine (Kyiv City, the Kyiv 
Oblast, Dnipro City, Donbas, Kharkiv, Zaporozhye), in two coastal oblasts (Odes-
sa and Mykolaiv), and in the Lviv Oblast in Western Ukraine. Kyiv is Ukraine’s 
centre of administration, transport, etc. Ukraine’s financial services are located in 
the city of Dnipro, which is another centre for political, cultural, and educational 

http://www.ukrstat.gov.ua/
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life in Central Ukraine. Kharkiv, Zaporozhye and Donbass are the main regions 
where Ukrainian heavy industry and mining are located. The high level of eco-
nomic development of the Odessa Oblast results mainly from the operations of 
the Odessa sea port. An important transport hub (road, railway, sea, river, and air 
transport) is located in Nikolayiv and the Nikolayiv Oblast in the south of 
Ukraine, while Lviv is by far the most economically developed city with the largest 
population in the western part of the country (cf. also Chugaievska and Tokarski, 
2018; Chugaievska et al., 2017 or Tokarski et al., 2019); 

 
Figure 1. Labour productivity in groups of regions (in thousands of hryvnias, 

prices as of 2016) 

 

Source: authors’ calculations based on data from www.ukrstat.gov.ua. 

 
• all groups of oblasts (except Eastern Ukraine) show similar trends in labour 

productivity. Between 2004 and 2008, the value of this variable increased, but then 
decreased significantly in 2009. This decline was the result of both the global 
financial crisis and the gas conflict with Russia. Between 2010 and 2014 (i.e. until 
the Euromaidan), GDP per worker started to grow again. In 2015, labour produc-
tivity decreased, while an increase occurred in the years 2016–2017, as Ukraine 
recorded its first symptoms of economic recovery after the crisis caused by politi-
cal perturbations following the Euromaidan (in 2016 Ukrainian GDP grew by 
2.4% and in 2017 by 2.5%); 

• the regions of Northern Ukraine, where the value of labour productivity increased 
from 166.6 thousand hryvnias in 2004 to 249.2 thousand hryvnias in 2017, noted 
the highest levels of GDP per employee. In Eastern Ukraine, labour productivity 
increased from 124.4 thousand hryvnias to 139.7 thousand hryvnias, in Central 
Ukraine from 110.0 thousand hryvnias to 154.4 thousand hryvnias, in the south 
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from 91.3 thousand hryvnias to 116.6 thousand hryvnias, and in the west from 
80.0 thousand hryvnias to 91.5 thousand hryvnias. This variable grew fastest in 
the most developed region – Northern Ukraine (3.1% of the annual average), and 
the slowest in the industrial and mining regions of Eastern Ukraine (0.9%). 
Map 3 shows the geographical variance of wage distribution in Ukraine, while 

Figure 2 shows the trajectories of this variable in groups of oblasts in the years 2004–
2015. The following conclusions can be drawn from the map and figure (cf. also e.g. 
Bolińska and Gomółka, 2018): 
• as in the case of labour productivity, the highest wages were recorded in the capi-

tal city of Kyiv (on average 8,386.05 hryvnias in the years 2004–2017). The Do-
netsk (5,990.33 hryvnias), Dnipropetrovsk (5,481.32 hryvnias), Kiev (5,330.82 
hryvnias), and Zaporozhsky (5,239.78 hryvnias) oblasts also noted high values of 
this variable; 

 
Map 3. Wages in oblasts 2004–2017a (in hryvnias, prices as of 2016) 

 

a For the Autonomous Republic of Crimea and Sevastopol, 2004–2013. 
Source: authors’ calculations based on data from www.ukrstat.gov.ua. 

 
• the lowest wages were observed in the Chernivtsi (4,012.08 hryvnias), Volyn 

(4,005.88 hryvnias), and Ternopil (3,763.51 hryvnias) oblasts in Western Ukraine, 
in Kherson (4,009.69 hryvnias) in Southern Ukraine, and in Chernihiv (4,000.78 
hryvnias) in the north of Ukraine; 

 
 

http://www.ukrstat.gov.ua/
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• spatial wage differentials in Ukraine overlapped with productivity differences to  
a large extent. The correlation coefficient between these variables amounted to 
0.946, while the correlation coefficient between wages and unemployment rates 
discussed below, amounted to 0.586; 

• wage trajectories in groups of oblasts were similar in shape to both the GDP and 
labour productivity trajectories, as labour productivity had a significant impact on 
wage levels in Ukraine; 

• in Northern Ukraine, wages increased from 4,499.27 hryvnias in 2004 to 7,130.00 
hryvnias in 2017, in Eastern Ukraine from 4,373.79 hryvnias to 5,881.58 hryvnias, 
in Central Ukraine from 3,741.65 hryvnias to 5,654.84 hryvnias, in Southern 
Ukraine from 3,669.01 hryvnias to 5,614.69 hryvnias, and in the poorest western 
regions of Ukraine from 3,176.35 hryvnias to 5,291.34 hryvnias. Therefore, the 
highest average annual wage dynamics were observed in Western Ukraine (4.0%) 
and the lowest in Eastern Ukraine (2.3%). 

 
Figure 2. Wages and salaries in groups of regions (in hryvnias, prices as of 2016) 

 

Source: authors’ calculations based on data from www.ukrstat.gov.ua. 

 
Map 4 illustrates the regional differentiation of unemployment rates in Ukrainian 

oblasts (2004–2017), while Figure 3 illustrates the trajectories of this variable in groups 
of oblasts. The following conclusions can be drawn from the map and the chart pre-
sented below (see also e.g. Lysiuk and Kaflevska, 2012; Paniuk, 2013; Homiak, 2015; 
Jarova, 2015; Tokarski et al., 2019): 
• the lowest average unemployment rates in the studied period were observed in 

two cities with special status (Sevastopol 5.0% and Kyiv 5.3%), in the Crimean 
Autonomous Republic (5.7%), and the periphery of Odessa (5.9%) in the south of 
Ukraine. The highest unemployment was recorded in the Zhitomyr region 
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(10.1%) and in the Ternopil region (10.3%) in the north of Ukraine, and the Rivne 
region (10.4%) in Western Ukraine. High unemployment rates were also observed 
in the Chernihiv Oblast (9.8%) in the north and in the Kirovograd Oblast (9.7%) 
in Central Ukraine; 

• the geographical variation in unemployment rates in Ukraine partly coincided 
with the geographical variation in labour productivity and wages, in the sense 
that, usually, the higher the productivity or wages, the lower the unemployment 
rates. The correlation coefficient between unemployment and labour productivity 
was –0.499, and between unemployment rates and wages –0.586; 

 
Map 4. Unemployment rates in groups of oblasts 2004–2017a (%) 

 

a For the Autonomous Republic of Crimea and Sevastopol, 2004–2013. 
Source: authors' calculations based on data from www.ukrstat.gov.ua. 

 
• the years 2004–2008 marked a good period for  the Ukrainian economy as GDP 

grew rapidly, which translated into an increase in employment and a decrease in 
unemployment in all groups of oblasts. At that time, unemployment fell fastest in 
Western Ukraine (down by 2.7 percentage points) and slowest in Central Ukraine 
(1.7 percentage point). As a result, the difference between the group of oblasts 
with the highest unemployment (Western Ukraine) and the group with the lowest 
(Eastern Ukraine) decreased from 2.7 percentage points in 2004 to 2.1 percentage 
points in 2008; 

http://www.ukrstat.gov.ua/
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• the global financial crisis, combined with the Russian-Ukrainian gas conflict, 
brought about a one-year recession, which also resulted in a significant increase in 
unemployment in all groups of districts. At that time, it grew fastest in Central 
Ukraine (by 3.1 percentage points) and slowest in the south and west of Ukraine 
(by 1.8 percentage points); 

 
Figure 3. Unemployment rates in groups of oblasts (%) 

 

Source: authors’ calculations based on data from www.ukrstat.gov.ua. 

 
• the economic growth in Ukraine between 2010 and 2013 caused the unemploy-

ment rate to fall in all groups of oblasts. The largest falls in unemployment were 
recorded in Western Ukraine (1.9 percentage point) and the smallest in Southern 
Ukraine (1.4 percentage point); 

• the economic and political-military crisis following the Euromaidan caused a surge 
in unemployment in all groups of Ukrainian oblasts. It increased from 7.9% in 
2013 to 9.4% in 2014 in Western Ukraine, from 7.6% to 9.7% in Central Ukraine, 
from 6.9% to 9.8% in Eastern Ukraine, from 6.9% to 8.6% in Northern Ukraine 
and from 6.3% to 8.6% in Southern Ukraine; 

• in the years 2015–2017, unemployment in all groups of Ukrainian oblasts stabilis- 
ed, except for the regions of Northern and Southern Ukraine. In the north it start-
ed to grow slightly, and in the south, to fall slightly. 
Figure 4 presents the coefficients of variation (quotient of standard deviation and 

unweighted arithmetic mean) of the macroeconomic variables analysed in Ukrainian 
oblasts in the years 2004–2017. The conclusion is that labour productivity was much 
more regionally varied than wages and unemployment rates. Moreover, the regional 
differentiation in labour productivity in Ukraine was on an upward trend, while the 
wage and unemployment rate differentials were similar and fairly stable over time. 
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Figure 4. Labour productivity, wage, and unemployment rate variability rates in Ukraine 

 

Source: authors’ calculations based on data from www.ukrstat.gov.ua. 

4. Estimated parameters of the equations for changes  
in unemployment rates and wages 

In order to calculate the main determinants of the increase in unemployment rates, 
the definition of the unemployment rate provided by the following formula was 
applied (see also Tokarski, 2005): 
 

 𝑢𝑢𝑖𝑖𝑖𝑖 =
𝑈𝑈𝑖𝑖𝑖𝑖

𝑈𝑈𝑖𝑖𝑖𝑖 + 𝐿𝐿𝑖𝑖𝑖𝑖
= 1

𝐿𝐿𝑖𝑖𝑖𝑖
𝑁𝑁𝑖𝑖𝑖𝑖

 (1) 

 
where: 
𝑈𝑈𝑖𝑖𝑖𝑖 – the number of unemployed, 
 𝐿𝐿𝑖𝑖𝑖𝑖 – the number of employed, 
𝑁𝑁𝑖𝑖𝑖𝑖 – the supply of labour in the i-th province of the year t. 
 
Equation (1) allows the increase in unemployment rates to depend on the level of the 
unemployment rate from the previous period and the rate of product growth. For 
this purpose, one can differentiate this equation to obtain the following relationship:  
 

 𝑢𝑢𝑖𝑖𝑖𝑖′ =
𝐿𝐿𝑖𝑖𝑖𝑖′ ∙ 𝑁𝑁𝑖𝑖𝑖𝑖 − 𝐿𝐿𝑖𝑖𝑖𝑖 ∙ 𝑁𝑁𝑖𝑖𝑖𝑖′

𝑁𝑁𝑖𝑖𝑖𝑖2
=
𝐿𝐿𝑖𝑖𝑖𝑖
𝑁𝑁𝑖𝑖𝑖𝑖

∙ �
𝑁𝑁𝑖𝑖𝑖𝑖′

𝑁𝑁𝑖𝑖𝑖𝑖
−
𝐿𝐿𝑖𝑖𝑖𝑖′

𝑁𝑁𝑖𝑖𝑖𝑖
�  

 
Hence, and by the definition of the unemployment rate (1), the increase in the 

unemployment rate can be written as follows: 
 

 𝑢𝑢𝑖𝑖𝑖𝑖′ = (1− 𝑢𝑢𝑖𝑖𝑖𝑖) ∙ �
𝑁𝑁𝑖𝑖𝑖𝑖′

𝑁𝑁𝑖𝑖𝑖𝑖
−
𝐿𝐿𝑖𝑖𝑖𝑖′

𝑁𝑁𝑖𝑖𝑖𝑖
� (2) 
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P. DYKAS, T. MISIAK, T. TOKARSKI    Determinants of spatial differentiation of labour markets in Ukraine  43 

 

 

Assuming, additionally, that the growth rate of the number of employed 𝐿𝐿𝑖𝑖𝑖𝑖
′

𝑁𝑁𝑖𝑖𝑖𝑖
 is an 

increasing function of the product growth rate g, and by using the relationship (2), 
we arrive at the following equation for the increase in the unemployment rate (see 
also Dykas et al., 2013): 
 

 𝑢𝑢𝑖𝑖𝑖𝑖′ = (1 − 𝑢𝑢𝑖𝑖𝑖𝑖) ∙ �
𝑁𝑁𝑖𝑖𝑖𝑖′

𝑁𝑁𝑖𝑖𝑖𝑖
− 𝑓𝑓(𝑔𝑔)� (3) 

 
where: 
 

 𝐿𝐿′

𝐿𝐿
= 𝑓𝑓(𝑔𝑔), 𝑓𝑓′(𝑔𝑔) > 0  

 
Equation (3) demonstrates that, firstly, the increase in the unemployment rate is a 
decreasing function of the product growth rate 𝑔𝑔, and secondly, that if the labour 
supply growth rate is greater (smaller) than the growth rate of the number of em-
ployed, then the increase in the unemployment rate is a decreasing (increasing) 
function of the unemployment rate. 

While analysing factors which determine wages, the following reasoning can be 
applied, which is a combination of the Solow 1979 efficiency wage model and the 
neoclassical economic growth model of Solow 1956 and its generalizations (To-
karski, 2005 or Dykas and Misiak, 2014). In the classic Solow 1979 efficiency wage 
model, an enterprise operating on the market aims to maximize the profit function 
described by the following formula: 
 

 𝜋𝜋(𝑤𝑤𝑖𝑖𝑖𝑖,𝐿𝐿𝑖𝑖𝑖𝑖) = 𝐹𝐹(𝜀𝜀(𝑤𝑤𝑖𝑖𝑖𝑖) ∙ 𝐿𝐿𝑖𝑖𝑖𝑖)−𝑤𝑤𝑖𝑖𝑖𝑖 (4) 
 
where: 
𝑤𝑤𝑖𝑖𝑖𝑖, 𝐿𝐿𝑖𝑖𝑖𝑖 – wages and number of employees in the i-th province in period t, 
 𝜀𝜀(𝑤𝑤𝑖𝑖𝑖𝑖) – the efficiency of a typical employee, which is assumed to be an 

increasing wages function (𝜀𝜀′(𝑤𝑤𝑖𝑖𝑖𝑖) > 0), 
 𝐹𝐹(𝜀𝜀(𝑤𝑤𝑖𝑖𝑖𝑖) ∙ 𝐿𝐿𝑖𝑖𝑖𝑖) – a neoclassical production function that describes the relation- 

ship between the so-called units of effective work (the product 
of the effectiveness of a typical employee  𝜀𝜀(𝑤𝑤𝑖𝑖𝑖𝑖) and the num-
ber of employees 𝐿𝐿𝑖𝑖𝑖𝑖), and income. 

 
The conditions necessary to maximise the profit function 𝜋𝜋(𝑤𝑤𝑖𝑖𝑖𝑖,𝐿𝐿𝑖𝑖𝑖𝑖) are equal to 
 

 
𝑑𝑑𝑑𝑑(𝑤𝑤𝑖𝑖𝑖𝑖)
𝑑𝑑𝑑𝑑𝑖𝑖𝑖𝑖

∙
𝑤𝑤𝑖𝑖𝑖𝑖

𝜀𝜀(𝑤𝑤𝑖𝑖𝑖𝑖)
= 1 (5) 
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 In the next stage one can use the efficiency function of a typical employee with the 
given formula: 
 

 𝜀𝜀(𝑤𝑤𝑖𝑖𝑖𝑖) = �
𝑤𝑤𝑖𝑖𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖

𝑥𝑥𝑖𝑖𝑖𝑖
�
𝛼𝛼

 (6) 

 
where  𝛼𝛼 ∈ (0, 1), while 𝑥𝑥𝑖𝑖𝑖𝑖 is the minimum wage that a typical employee is able to 
accept (the wage 𝑥𝑥𝑖𝑖𝑖𝑖 is sometimes called the threshold wage). 
 
In addition, it is assumed that the threshold wage is described by the following equa-
tion: 
 

 𝑥𝑥𝑖𝑖𝑖𝑖 = (1− 𝑎𝑎 ∙ 𝑢𝑢𝑖𝑖𝑖𝑖) ∙ 𝑤𝑤𝑡𝑡 (7) 
 
where: 
𝑢𝑢𝑖𝑖𝑖𝑖   – the unemployment rate in the i-th province in period t, 
𝑤𝑤𝑖𝑖𝑖𝑖 – the average wage in period t. 
 

Equations (6) and (7) show that the effectiveness of a typical employee is an in-
creasing function of a relative wage gap in the i-th labour market from the threshold 
wage operating in this market and the threshold wage is an increasing function of 
the average wage and a decreasing function of the unemployment rate. The follow-
ing relationship between relative wages and the unemployment rate derives from 
Equations (5–9): 
 

 𝑤𝑤�𝑖𝑖𝑖𝑖 =
1

1− 𝛼𝛼
−

𝑎𝑎
1 − 𝛼𝛼

𝑢𝑢𝑖𝑖𝑖𝑖 (8) 

 
where: 
 

 𝑤𝑤�𝑖𝑖𝑖𝑖 =
𝑤𝑤𝑖𝑖𝑖𝑖
𝑤𝑤�𝑖𝑖𝑖𝑖

𝑢𝑢𝑖𝑖𝑖𝑖    

 
and 𝑤𝑤�𝑖𝑖𝑖𝑖 is the average level of wages in the i-th market in year t. 
 

Moreover, it can be assumed that wages are ultimately in line with the marginal 
product of labour (as is the case with the Solow 1956 economic growth models and 
its generalizations). Therefore, with the power production function of the Cobb-
Douglas type, wages are proportional to work efficiency. Taking into account the 
above considerations, Equation (8) can be extended to the following equation: 
 

 𝑤𝑤�𝑖𝑖𝑖𝑖 = 𝛼𝛼0 − 𝛼𝛼1 ∙ 𝑢𝑢𝑖𝑖𝑖𝑖 + 𝛼𝛼2 ∙ 𝑦𝑦𝑖𝑖𝑖𝑖  (9) 
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In view of this, the basic determinants of relative wages are labour productivity and 
unemployment rate.  

Hence, the parameters of the following equations were estimated:6 
 

 𝛥𝛥𝛥𝛥𝑖𝑖𝑖𝑖 = 𝛽𝛽0 − 𝛽𝛽1𝑢𝑢𝑖𝑖𝑖𝑖−1 + 𝛽𝛽2𝑑𝑑𝛥𝛥𝛥𝛥𝑢𝑢𝑖𝑖𝑖𝑖−1 + 𝛽𝛽3𝛥𝛥 ln𝑌𝑌𝑖𝑖𝑖𝑖 (10) 
 
and 
 

 𝑤𝑤�𝑖𝑖𝑖𝑖 = 𝛼𝛼0 − 𝛼𝛼1𝑢𝑢𝑖𝑖𝑖𝑖 + 𝛼𝛼2 ln𝑦𝑦𝑖𝑖𝑖𝑖    (11) 
 

where 𝑢𝑢𝑖𝑖𝑖𝑖 stands for the unemployment rate in oblast i in year t, 𝑑𝑑𝛥𝛥𝛥𝛥 is a zero-one 
variable taking the value of 1 when the unemployment rate in circumference in year 
t increased, and taking the value of zero in other cases (this variable makes it possible 
to distinguish trends in changes of the unemployment rate due to the direction of 
changes),  𝛥𝛥 ln𝑌𝑌𝑖𝑖𝑖𝑖 is the real GDP growth rate in oblast i in year t,  𝑤𝑤𝑖𝑖𝑖𝑖 indicates real 
average gross wages in oblast i in year t, and 𝑦𝑦𝑖𝑖𝑖𝑖 signifies the level of labour produc-
tivity in oblast i in year t. 

Equations (10–11) were estimated using the system estimator of the generalized 
moments method (SGMM). The idea of SGMM is to estimate the system of equa-
tions on both increments and levels. The instruments for explanatory variables in 
equations at levels are the delayed first increments of these variables. 

The results of the estimation of parameters of Equations (10–11) for Ukraine, 
Left-Bank Ukraine, and Right-Bank Ukraine are presented in Tables 1–2. 

The following conclusions can be drawn from the estimations presented in Table 1: 
• the estimated signs of the parameters of the equation for the increase in un- 

employment rates are consistent with the theory of macroeconomics (with the ex-
ception of the parameter determining the impact of real GDP growth rate, which 
was statistically insignificant for Right-Bank Ukraine); 

• analysing the estimates summarised in Table 1, a large asymmetry of the impact of 
unemployment rates from the previous period on the increase in unemployment 
rates could be observed, depending on whether previous unemployment rates in-
creased or decreased in each of the discussed regions of Ukraine. The estimated 
parameter was higher (in terms of module) when unemployment rates in the pre-
vious period indicated a downward trend; 

 
 
 

                    
6 For all parameters in Equations (10–11), except constants, which are implicitly assumed to be positive 

values. 
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Table 1. Estimation of the parameters of the unemployment rate growth equation  
for Ukraine – Left-Bank Ukraine and Right-Bank Ukraine 

Explanatory variable 
Ukraine Left-Bank Ukraine Right-Bank Ukraine 

Coeff. t-Stat Coeff. t-Stat Coeff. t-Stat 
       
𝛥𝛥𝛥𝛥𝑖𝑖𝑖𝑖−1  ...........................................  0.0671 1.75 

(0.092) 
0.0594 1.25 

(0.232) 
0.0108 

 
0.23 

(0.821) 
constant  .......................................  0.0296 6.12 

(0.000) 
0.0274 4.28 

(0.001) 
0.0301 4.20 

(0.001) 
𝑢𝑢𝑖𝑖𝑖𝑖−1  ..............................................  –0.4366 6.12 

(0.000) 
–0.4319 4.42 

(0.001) 
–0.4176 –5.55 

(0.000) 
𝑑𝑑𝛥𝛥𝛥𝛥𝑢𝑢𝑖𝑖𝑖𝑖−1  .......................................  0.2754 21.02 

(0.000) 
0.2877 8.66 

(0.000) 
0.2529 17.11 

(0.000) 
𝛥𝛥 ln𝑌𝑌𝑖𝑖𝑖𝑖  ...........................................  –0.0337 –5.03 

(0.000) 
–0.0427 –4.07 

(0.001) 
–0.0161 –1.61 

(0.134) 
Test AR(1)  ....................................  –3.90 

(0.000) 
–2.67 

(0.008) 
–2.99 

(0.003) 
Test AR(2)  ....................................  0.18 

(0.854) 
–0.04 

(0.966) 
0.35 

(0.729) 
Hansen test  .................................  0.66 

(0.882) 
2.39 

(0.495) 
0.48 

(0.923) 
𝐹𝐹 test .............................................  146.04 

(0.000) 
145.12 
(0.000) 

104.56 
(0.000) 

Number of observations  ........  
 
Number of instruments  ..........  

316 
 

8 

160 
 

8 

156 
 

8 

Note. The levels of statistical significance are given in brackets. 
Source: authors’ calculations based on data from www.ukrstat.gov.ua. 
 

• the unemployment rate from the previous period (with the downward trend) had 
the strongest impact on the increase in the current unemployment rate for the 
entire Ukrainian economy, where each subsequent percentage point of the de-
crease in unemployment translated into a fall in current unemployment of about 
0.44 percent. On the other hand, in the situation of rising unemployment rates in 
earlier periods, the strongest impact on the increase in current unemployment 
was observed in Left-Bank Ukraine, where each subsequent percentage point of 
increase in the unemployment rate caused an increase in current unemployment 
by about 0.29 percent; 

• an increase in real GDP growth rate of 1 percentage point caused a decrease in 
unemployment rates in both the entire Ukrainian economy and in Left-Bank 
Ukraine of 0.034 and 0.043 percentage points, respectively. The estimated para- 
meter determining the impact of the real GDP growth rate on the increase in cur-
rent unemployment for Right-Bank Ukraine proved statistically insignificant; 

• the Hansen test statistics and significance levels obtained for the studied regions 
in Ukraine do not give grounds to reject the zero hypothesis that all instruments 
in the model are not correlated with the random component. The Arellano-Bond 
test values for AR(1) and AR(2) (see also Arellano and Bond 1991) were also satis-

http://www.ukrstat.gov.ua/
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factory, which indicates that in all estimation variants negative, statistically signi- 
ficant first order autocorrelation and statistically insignificant second order auto-
correlation were obtained. This demonstrates the compatibility and effectiveness 
of the applied estimators. 
The analysis of the results of the estimation of the relative wage equations (pre-

sented in Table 2) enables the following conclusions to be drawn: 
• the estimated parameters of the wage model for the Ukrainian economy are statis-

tically significant in the case of Left-Bank Ukraine. The parameter determining 
the impact of labour productivity on wages was statistically insignificant for 
Right-Bank Ukraine. The parameter describing the impact of the unemployment 
rate on wages also turned out to be statistically insignificant. Moreover, the scope 
of influence of independent variables on the level of wages proved consistent with 
the theory; 

• the estimated parameters determining the level of impact of unemployment rates 
on relative wages for the entire Ukrainian economy were (in terms of module) 
higher than the estimates for Left-Bank Ukraine. In addition, the estimated para- 
meter demonstrating the impact of labour productivity on relative wages for 
Right-Bank Ukraine was over 40% higher than for the entire Ukrainian economy. 

 
Table 2. Estimates of parameters of the relative wage equation for Ukraine, Left-Bank Ukraine  

and Right-Bank Ukraine 

Explanatory variable 
Ukraine Left-Bank Ukraine Right-Bank Ukraine 

Coeff. t-Stat Coeff. t-Stat Coeff. t-Stat 
       

𝑤𝑤�𝑖𝑖𝑖𝑖−1 ..............................................  0.9222 12.45 
(0.000) 

0.9590 10.83 
(0.000) 

0.8547 5.75 
(0.000) 

constant  .......................................  –0.9159 –1.31 
(0.191) 

–0.1317 –2.10 
(0.036) 

–0.1305 –1.08 
(0.281) 

ln(𝑦𝑦𝑖𝑖𝑖𝑖)  ...........................................  0.0421 2.92 
(0.004) 

0.0414 1.90 
(0.048) 

0.0603 2.00 
(0.046) 

𝑢𝑢𝑖𝑖𝑖𝑖   ..................................................  –0.322 –3.63 
(0.000) 

–0.2976 –2.42 
(0.015) 

–0.0604 –0.29 
(0.769) 

Test AR (1)  ...................................  –1.74 
(0.082) 

–1.51 
(0.130) 

–1.96 
(0.050) 

Test AR (2)  ...................................  –1.46 
(0.144) 

–1.13 
(0.258) 

–1.35 
(0.176) 

Hansen test  .................................  3.11 
(0.375) 

2.86 
(0.413) 

4.51 
(0.211) 

𝐹𝐹 test .............................................  104.82 
(0.000) 

156.36 
(0.000) 

146.92 
(0.000) 

Number of observations  ........  
 
Number of instruments  ..........  

343 
 

7 

174 
 

7 

169 
 

7 

Note. The levels of statistical significance are in brackets. 
Source: authors’ calculations based on data from www.ukrstat.gov.ua. 

http://www.ukrstat.gov.ua/
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5. Conclusions 

Geographical diversity of economic development and, consequently, regional labour 
markets in Ukraine are largely determined by historical factors. The most developed 
parts of the country are the largest cities (Kyiv, Dnipro, Kharkiv, Donetsk, Lugansk, 
Zaporozhye, Odessa, Mikolaiv, and Lviv). They have developed either their service 
sectors (Kyiv, Dnipro, Odessa, Mikolaiv, Lviv) or industrial sectors (Kharkiv, Zapo-
rozhye, Donbas). All these cities (with the exception of Lviv) are located on the left 
bank of Ukraine or on the Black Sea. In other words, they are located in areas which, 
for over 200 years, were much more closely integrated with the Russian Empire, and 
later with the Soviet Union, than with the rest of Ukraine. 

The trajectories of basic macroeconomic variables influencing the situation in 
regional labour markets depended both on the business cycle and the political cycle. 
Until 2008, the Ukrainian economy was developing rapidly as a result of market-
oriented reforms undertaken at the beginning of the 21st century. Then came reces-
sion, caused by the global financial crisis and the gas conflict with Russia, which led 
to a fall in GDP, labour productivity, and wages, and a rise in unemployment. After 
that, the Ukrainian economy returned onto a path of economic growth, which lasted 
until the outbreak of Euromaidan. The Russian annexation of the Crimean Peninsula 
and the military conflict with pro-Russian separatists in Donbass destabilised 
Ukraine, which caused the country to plunge into deep recession, from which the 
Ukrainian economy began to emerge only in 2016. 

The regional variation in labour productivity in Ukraine was greater in the studied 
period than the wage and unemployment differences. The reason behind this situa-
tion is threefold. Firstly, the differentiation in labour productivity resulted mainly 
from differences in employment infrastructure and the extent of gravity effects 
(which is largely dependent on the effect of the centuries-old urban network, cf. 
Chugaievska et al., 2017). Secondly, the public sector of the Ukrainian economy was 
characterised by hidden unemployment, which added to the smaller geographical 
variation in unemployment rates. Unemployment was much more evenly distribut-
ed geographically than employment infrastructure or labour productivity. Thirdly, 
the wage gap in Ukraine was much smaller than the productivity gap, because, as in 
the case of Poland (cf. e.g. Trojak and Tokarski, 2013), wages in the public sector 
were quite uniform throughout the country. 

The estimates of the parameters of the equation for the increase in unemployment 
rates show that these increases were most strongly influenced by the values of un- 
employment rates from the previous period when these rates were on an upward 
trend for Left-Bank Ukraine. In the situation where the unemployment rates were on 



P. DYKAS, T. MISIAK, T. TOKARSKI    Determinants of spatial differentiation of labour markets in Ukraine  49 

 

 

a downward trend, then unemployment rates from the previous period had the 
strongest impact on the current increase in unemployment for the entire Ukrainian 
economy. The GDP growth rate had a stronger impact on the increase in un- 
employment in Left-Bank Ukraine, while the parameter describing the impact of the 
GDP growth rate on the increase in the unemployment rate for Right-Bank Ukraine 
proved statistically insignificant. In the case of relative wage equations, the impact of 
labour productivity on relative wages in Left-Bank Ukraine and the entire economy 
was symmetrical and about 20% lower than in Right-Bank Ukraine. Moreover, the 
unemployment rate had a stronger impact on relative wages in the entire economy 
than on Left-Bank Ukraine, while the parameter determining the impact of the un-
employment rate on the relative wages of Right-Bank Ukraine proved statistically 
insignificant. To sum up, the weaker impact of GDP growth rates on increases in 
unemployment rates and labour productivity on wages can be explained by the 
existence of hidden unemployment in the public sector of the economy and low 
regional diversity of wages in this sector (see also Chugaievska and Tokarski, 2018). 
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A proposal for perception measurement on a linguistic scale 
coded with unconventional fuzzy numbers 

 
Marta Dziechciarz-Dudaa 

 
Abstract. The aim of this paper is to formulate a new proposal for perception measurement on a 
linguistic scale coded with fuzzy numbers. Additionally, an attempt is made to show the assess- 
ment process of the adequacy of a linguistic scale. The basis for the proposal is the discussion 
of issues related to the ambiguity of the results of measurements made by means of a subjec-
tive type of measurement scales. The proposed assessment technique is relevant when the 
results of the measurement based on a linguistic scale are coded with numerical equivalents in 
the form of e.g. unconventional fuzzy numbers.  
 The issue the subjective perception of the products’ quality illustrates the objectivity level of 
measurement results. Subjective perception is measured with a specially designed IT tool 
allowing the respondent to determine all the characteristics of the resulting fuzzy numbers. The 
scale adequacy assessment tool is based on the Item Response Theory, and particulary so on 
the model devised by Georg Rasch. 
 The measurement of socio-economic phenomena, including material and subjective well- 
being of households, the quality of households’ durable goods, and the assessment of the 
quality of goods available on the market requires special tools. It seems that one of the most 
useful and powerful tools for the measurement of socio-economic phenomena is a linguistic 
scale. The problematic issue in the analysis presented in the paper is coding verbal terms with 
their numerical equivalents. 
Keywords: measurement, measurement scale, measurement scale adequacy, Item Response 
Theory, the Rasch model 
JEL: C12, C52, C81, C82, C83 

1. The introduction and motivation 

The problem examined in the paper is the measurement of households’ subjective 
perception of wellbeing. It is challenging to measure concepts such as wellbeing 
and its perception directly with a numerical scale, as both these notions are of quali-
tative nature (Tov and Diener, 2009). The existing measurement tools, such as ones 
based on the Likert scale, the ‘divide 100 points’ scale, semantic scales or benefit 
structure analysis do not address the heterogeneity of perception and subjectivity 
precisely enough. In other words, the existing measurement tools fail to recognise 
the variety and heterogeneity of respondents’ statements (Walesiak and Gatnar, 
2009). The research presented in this paper is aimed at designing new, improved 
measurement techniques appropriate for this type of socio-economic phenomena. 
The problem of household wellbeing belongs to a wider class of socioeconomic 
problems, where a subjective perception is a decisive factor for the measurement 
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results and, as such, requires a special means of measurement (Michalos, 2014; Fat-
tore et al., 2011). One of the most important areas of subjective perception measure- 
ment is the quality and dignity of life.1 

The importance of the results of the measurement of subjective consumer prefer-
ences for business could be described by e.g. marketing managers or decision-
makers, who have benefitted from the valuable information yielded by this kind of 
measurement. The issue of subjectivity of consumers’ perception is equally im-
portant with regard to new, innovative durable goods. Dynamic technological 
changes nowadays make it impossible for consumers to form informed opinions 
about such products based on objective technical and technological facts, so instead, 
they form their judgements on the basis of subjective impressions. 
 The definition of household wellbeing distinguishes among several approaches 
(ONS, 2019a, 2019b; Saisana, 2014).2 The phenomenon of the households’ subjective 
perception of wellbeing requires extensive discussion, which was initiated in the 
work by Diener et al. (2018). At this point it should be clarified, though, that this 
paper will not deal with the theoretical concept of the subjective perception of well-
being, but will focus on the early stages of introducing improved measurement tech-
niques of the subjective perception of qualitative phenomena, as seen from the 
methodological point of view. 
 Since it is difficult to quantify perceptions on a metric scale, the researcher may 
request the respondents to use verbal, linguistic phrases to describe their perception 
of the object of interest. Linguistic variables seem to be one of the most promising 
techniques for measuring socioeconomic phenomena. A linguistic variable is one 
whose values are presented in the form of verbal categories, to which, in turn, 
numerical codes are assigned. In the measurement practice, linguistic terms are used 
to measure the status of the selected socio-economic phenomena, which include the 
subjective perception of welfare, the subjective assessment of the quality of a house-
hold’s durable goods, etc. Wherever subjectivity is involved, linguistic variables are 
convenient and intuitive means of assessing perceptions or preferences, since their 
values are defined as verbal categories. Therefore, linguistic variables make it pos- 
sible to quantify the criteria for phenomena which by nature are categorical and 
potentially perceived differently by every respondent (FisPro…, 2018, p. 45–48). The 
usability of linguistic variables in the studies of socio-economic phenomena is more-
over indicated in literature, for example in the work by Schnorr-Bäcker (2018). 
 

                    
1 OECD Better Life Index, OECD, Paris, www.oecdbetterlifeindex.org (accessed 20.11.2019). 
2 Quality of Life Research, selected issues of an Official Journal of the International Society of Quality of Life 

Research (International Journal of Quality of Life Aspects of Treatment, Care and Rehabilitation). 
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 As was mentioned before, it is difficult to interpret results obtained by means of 
a subjective type of measurement scales unequivocally, and this is how the method of 
quantifying linguistic expressions became the subject of this paper. It is important to 
remember here that unless fuzzy numbers are applied to encoding verbal statements, 
it is difficult to formulate clear recommendations on how to determine the domain of 
fuzzy numbers for a verbal variable. The author’s experience relating to the measure- 
ment of socio-economic phenomena (including the material wealth of households 
determined by their possession of durable goods) leads to the conclusion that coding 
linguistic variables, i.e. verbal statements, into numerical equivalents is most effec-
tive when performed with the use of the so-called unconventional fuzzy numbers, 
i.e. numbers which have an uneven length, are unbalanced and are of an overlapping 
shape (Arguelles Mendez, 2016; Roubens and Vincke, 1988). 
 The application of linguistic variables is beneficial for the respondent, but the 
researchers are left with a difficult task of coding verbal statements into numerical 
equivalents adequately and choosing the analytical techniques and the base for infer-
ence. Using fuzzy numbers for this purpose is one of the possible approaches (Zal-
nezhad and Sarhan, 2014; Kacprzyk and Roubens, 1988; Zadeh, 1975). The aim of 
this paper is to estimate the degree of adequacy and precision of linguistic variables 
used as measurement tools for subjective assessment. In this context, the latent trait3 
models seem to be promising instruments of the assessment of scale adequacy. They 
are designed to measure the underlying ability or trait, which the test result indi-
cates, rather than measuring the performance per se. Another argument in favour of 
latent test models is that the structure of the test is sample-free. The results are inde-
pendent of the measurement scheme which generated them. The method of latent 
trait models was developed in the 1950s, but due to the lack of specialised computer 
software, it could not be used in empirical research and thus for a long time it re-
mained a theoretical concept with no practical applicability.  
 The Item Response Theory Models seem to be an adequate tool for the assessment 
of the relevance and precision of measurement scales based on linguistic variables. 
Measuring and assessing the scale adequacy helps to improve the coding quality in 
the process of replacing verbal statements with responses in the form of unconven-
tional fuzzy numbers. The Item Response Theory4 (IRT) is a theoretical system of 
models, including probabilistic ones, applicable to the analyses and evaluation of 
measurement scales. The technique is associated with the name of one of the authors, 
Georg Rasch. The scaling used in the IRT models assumes that anyone who can re-

                    
3 Trait is a distinguishing feature of a person’s character. Often, in literature on the subject, a trait is called 

respondent characteristic or respondent ability. 
4 The adopted convention is that names which can be used in an abbreviated form are written with capital 

initials, e.g. Item Response Theory could also be referred to as IRT. 
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spond to statements of high difficulty will be able to respond to statements of low 
difficulty, too. The Item Response Theory models for the assessment of test items 
and questions belong to a group of models gradually developing in social research 
and applicable to the following areas: psychology, education (for example in the 
PISA study), medicine and marketing. The family of IRT models is rooted in theo-
ries devised by L. Guttman and R. Mokken, who introduced non-parametric proba-
bilisation of the Guttman scalogram (Guttman, 1944; Guttman et al., 1950; Hof-
mann, 1979; Abdi, 2010; Mokken, 1971; Sijtsma and Ark, 2017; Ark, 2012; Wind, 
2017; Watson et al., 2018). 
 In order to measure the subjective perception of socioeconomic phenomena effec-
tively, the best solution seems to be, as mentioned before, the application of a linguistic 
scale with verbal categories used for determining the assessment results of a group of 
respondents. It has also been noted that numerous characteristics of socio-economic 
phenomena are inherently qualitative, therefore conventional, quanti-tative meas-
urement tools fail to fully overcome problems which often occur in the process of 
measuring the perceptions or attitudes of respondents. The aforementioned prob-
lems lie in the fact that the researcher attempts to quantify characteristics which are 
either immeasurable (on metric scales) or hidden. For this reason, an alternative 
approach needs to be applied, involving the use of verbal, linguistic phrases to 
describe such characteristics as attitudes towards or perception of the phenomenon 
of interest. Verbal, linguistic phrases that attempt to capture and explain the 
differences in the individual respondent’s assessments of those phenomena constitute 
the measuring technique recommended in socio-economic analyses (European 
Commission, 2017; Zamri and Abdullah, 2014). 

2. Conceptual framework. Measurement method. Linguistic form 
of characteristics’ level determination 

Although the advantages of using linguistic variables, which are intuitive and con-
venient for respondents to express their judgements opinions or preferences, have 
already been discussed, they cannot be overestimated. A linguistic variable is 
a form of a characteristic whose values are determined using a verbal category. The 
linguistic form of a characteristic is referred to as a linguistic feature. It may be used 
by the respondent for the description of the subjectively perceived level of the meas-
ured characteristic of a socio-economic phenomenon. Linguistic features have values 
defined as verbal categories. But, as was mentioned before, using linguistic features 
poses serious problems for the researcher, who has to face the challenging task of 
adequately encoding verbal statements into numerical values. Along with the 
advantages of linguistic variables comes a basic conceptual problem – phenomena 
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are inherently descriptive and as such, having the potential of being understood 
differently by different respondents. One of the possible solutions to this problem is 
to employ a linguistic description, which might further be translated, i.e. coded, into 
some form of numerical values. The algorithm of the procedure involves the use of 
linguistic variables to determine a respondent's assessment of a given phenomenon 
by indicating one of the verbal levels of the linguistic variable. Subsequently, linguis-
tic variable levels are assigned to their numerical equivalents, i.e. coded usually into 
some forms of fuzzy numbers. Both steps are performed by the respondent. In the 
first step, respondents select verbal categories. 
 
Figure 1. Respondents’ choice of verbal categories included in the assessed items 

 
Source: author’s work. 

 
In the second step, respondents perform the coding of verbal categories with numeric- 
al values. Figure 1 presents an example of a computer screen view for respondents 
with instructions on how to define the lower, medium, and upper value. The 
respondent may see the immediate graphical illustration of coding verbal categories 
in the form of triangles. The outcome of step 1 and 2 of the measurement procedure 
applied to all respondents is obtaining the measurement results in the form of fuzzy 
numbers. Such numbers take an unconventional form. Figure 2 illustrates the possi-
ble shapes of triangle fuzzy numbers attached to categories (very low, low, very 
high). The numerical values are given by only one respondent who was selected for 
illustrative purposes. 
 
 
 

Feature 1               Feature 2           Feature 3        Feature 4       

Item 2

Item 1
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Figure 2. Respondents’ choices. Coding verbal categories with numerical values 

 
Source: author’s work. 

 
 The main concern of a researcher using this measurement procedure is to guaran-
tee a satisfactory level of adequacy, accuracy, and precision of the measurement. It is 
the researcher’s responsibility to ensure that the variable used to measure attitudes 
and perceptions was described by an adequate measurement scale. The next issue is 
to identify the quantitative equivalents for verbal expressions used to mark various 
verbal categories of a natural language used as levels of the linguistic variable. When 
linguistic variables and verbal categories are coherent, it is possible to use the idea of 
Georg Rasch to enhance the uniformity in the interpretation of the assessments. 
Testing the adequacy of the measurement scale is vital to ensure that the measure-
ment results are satisfactorily accurate. 
 
 

0 10 20 30 40 50 60 70 80 90 100

very low

low

very high

Each respondent might define the categories ‘vey high’, ‘high’, etc. slighly
differently. Using the numbers 1-100, please specify the number range for
each category, marking the number from which each category starts, the
number marking the middle of each category and the number closing each
category.

very low low medium high very high
beginning 0 10 … … 80
middle 20 30 … … 95
end 30 50 … … 100
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3. An outline of the Item Response Theory. Model formulation 

The idea of item analysis is based on the assumption that there is a hierarchy de-
scribing the quality of survey questionnaires. Discussing the issue, DePaoli et al. 
(2018, pp. 1299–1300) said: ‘From a survey-development perspective, it is important 
to thoroughly examine the psychometric properties of any survey before finalizing 
the measure for broad use. […] there are other techniques based on the item re-
sponse theory (IRT) framework that provide a more detailed assessment of the sur-
vey items’. In this context, placing the Rasch model on the broader outline of the 
Item Response Theory seems worthwhile (Royal et al., 2010; Zhu, 2002). In its math-
ematical concept, the Rasch model is a special case of the Item Response Theory, 
namely a one-parameter IRT model,5 called the one-parameter linear model (1PL). 
In the literature on the subject, the IRT concept is compared with the Classical Test 
Theory (CTT). The extensive comparison of this kind may be found in the seminal 
work by R. Jabrailov et al. The authors state that ‘The crucial difference between 
CTT and IRT is that in CTT the cutoffs are based on the distribution of the sum 
scores X, whereas in IRT they are based on the probability distribution’ (Jabrayilov et 
al., 2016, p. 560). In the IRT context, the cutoff would be a certain quantile, usually 
a high percentile of the probability distribution in a functional population. Special-
ised websites are a comprehensive source of publications on the theory and applica-
tions of Rasch-type models (Jumailiyah, 2017).6 An excellent comparison of the 
theoretical foundations of CTT and IRT may be found in Chapter 2 of the fundamen-
tal monography by DeMars (2018). The author discusses the accepted assumptions 
and formulates the specification of base model types and rules governing the process 
of designing the scale levels for items, along with practical issues, including reliability, 
required sample size, etc. The analytical review of cognitive and application aspects of 
CTT and IRT is presented by several authors, including Kong (2018) and Raykov and 
Marcoulides (2016). In their comprehensive analysis, Jabrayilov et al. (2016) showed 
the empirical outcome of the comparisons of the results of applications. 
 Due to readily available statistical packages, CTT are the easiest and most widely 
used techniques in the field of statistical analysis. The difference between IRT 
and classical analyses is that classical testing is usually performed on an entire set, 
whereas IRT more often concentrates on one item. What is more, the application of 
CTT is limited solely to the analysed population; sample and inference cannot be 

                    
5 For simplicity, wherever possible and convenient, the Rasch model will be called the IRT model. 
6 Institute for Objective Measurement, https://www.rasch.org (accessed 20.11.2019). Journal of Applied 

Measurement, selected issues, http://jampress.org (accessed 20.11.2019). Rasch Measurement Transactions 
Contents, Archives of the Rasch Measurement, selected issues, https://www.rasch.org/rmt/contents.htm 
(accessed 20.11.2019). 
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extended onto items belonging to another sample,7 although CCT can also generate 
item statistics. The question of the advantage of one approach over the other is sub-
ject to discussion. R. Jabrailov et al. state that ‘The major advantage of CTT is its 
relatively weak theoretical assumptions, which make CTT easy to apply in many 
testing situations’ (Jabrayilov et al., 2016, p. 559). Other authors claim that the appli-
cation of CTT or IRT depends on the nature of testing situations, as each approach 
has its specific advantages and disadvantages. A full list of key advantages of IRT 
over CTT is given by Prieler (2007) (see Table 1). 
 
Table 1. Key advantages of IRT over CTT for the analysis of change 

CTT IRT 

The relation between the score and the ability level 
is based on the overall score across items. 

A direct relationship is established between the 
ability level and the parameters of individual items 
(such as the difficulty of the item and discriminative 
power at different points in the distribution). 

Emerging factors are seen as ‘primary’ influences on 
the test performance, with individual items being 
affected in different ways by other factors. 

Emerging factors are less influenced by secondary 
factors, as much attention has been devoted to the 
issue of item homogeneity. 

‘Bad’ items reduce the predictive power. ‘Bad’ items are eliminated. 

Level of ability is defined in relation to a particular 
sample.  

Level of ability can be defined independently of any 
sample. 

Correlation is used to compare performance on 
repeated test occasions, which obscures the analysis.  

No need to use correlation, so disadvantages are 
removed. 

It is not possible to measure the significance of 
change at the individual level. 

The significance of change at the individual level can 
be objectively measured. 

Source: author’s work based on Prieler (2007, p. 701). 
 
Jabrailov et al. (2016, p. 559) assert that researchers are able to see the possible ad-
vantages of using IRT over CTT. According to the authors, in the situation where 
tests consist of at least 20 items, the comparison of the CTT and IRT methods with 
regard to Type I error and detection rates showed that IRT is indeed superior to 
CTT in individual change detection. On the other hand, CTT appeared to be more 
effective at correctly detecting the change in individuals in shorter tests. Similar re-
sults were reported by Magno (2009). The popularity of the Item Response Theory 
results from social testing programs, conducted frequently and on a large scale, 
where IRT is referred to as modern psychometrics. This is a consequence of large-
scale education assessment (e.g. PISA) or professional market testing (Edelen and 
Reeve, 2007). It could be said, in general terms, that IRT has many advantages over 
CTT that have brought it into more frequent use (Hambleton and Swaminathan, 
1991c). It also seems that IRT has almost completely replaced CTT as a method 
of choice in some areas of application. 

                    
7 Descriptive IRT vs. Prescriptive Rasch, https://www.rasch.org/rmt/rmt51f.htm (accessed 20.11.2019). 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5978722/#bibr20-0146621616664046
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The question of the quality of measurement scales is connected with the issue of how 
adequate the survey questions were for respondents and to what extent they meas-
ured the ability of respondents to provide correct answers. The general framework of 
tests, questionnaires, and surveys makes it possible to reuse items such as e.g. ques-
tions or questionnaires, and thus they can appear repeatedly in several such struc-
tures. This is because their quality has already been verified, i.e. it is known how the 
questions are going to perform. In other words, IRT enables creating a reservoir of 
questions of foreseeable performance. Such a reservoir may constitute a kind of 
databank of questions and questionnaires (Combrinck, 2018; Yau and Yao, 2011; 
Linacre, 2002). Figure 3 provides an overview of the Item Response Theory with an 
indicated relation to the Classical Test Theory framework. The position of the Rasch 
model within the Item Response Theory models is also specified. 
 
Figure 3. Classification of Item Response Theory models 

 
Source: author’s work based on Hambleton and Swaminathan (1991a). 
 
 The Item Response Theory framework consists of three basic components: 
• Item Response Function (IRF) – the function that relates the value of the latent 

characteristic (trait) to the probability of endorsing an item. The basis of the defini-
tion of the IRF is the concept of the latent variable defined as individual differences 
in reaction (assessment) to a construct (item). The IRF expresses the relation- 

Item Analysis

Classical Test Theory Latent Trait Models

Item Response TheoryRasch Models

1-PL 2-PL 3-PL 4-PL

Similar
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ship between a latent variable as defined above and the probability of endorsing 
an item. The concept of the IRF is used for modelling the relationship between the 
respondent trait level, the item properties, and the probability of endorsing the 
item; 

• Item Information Function (IIF), which is considered as the indicator of the 
quality of an item, i.e. the item’s ability to differentiate among respondents;  

• invariance; provided that invariance is sustained, it is possible to estimate the item 
parameters from any position on the item response curve. Similarly, it is possible 
to estimate the parameters of an item from any group of respondents who have 
answered the item. 

 Item Characteristic Curves (ICC) is a very useful tool for representing results in 
a graphical form. ICC is created by the conversion of IRF into graphical functions 
which represent the respondent’s abilities. The values of the ICC function represent 
the probabilities of endorsing an item by the respondent. The role of the item dis-
crimination parameter is to illustrate the steepness of the IRF for each location of the 
item, i.e. the strength of the relation between the item and the value of the latent 
characteristic (Figure 4). Here, the analogy between the latent trait and the loadings 
in factor analysis might be observed. Items with a high discrimination parameter 
value may appear as ones which are better at differentiating respondents around the 
location point. In other words, minor changes in the latent trait lead to significant 
changes in the probability value. The latter statement also applies to the opposite – 
items with a low value of discrimination parameter a may be viewed as ones which 
are not as effective in differentiating respondents around the location point. Item 
location parameter b is defined as the amount of the latent trait which covers at least 
half of the probability of endorsing the item. The rule is that the higher the respond-
ent’s trait level while attempting to endorse the item, the higher value parameter b 
has. A similarity to the Classical Test Theory may be observed, as it involves the 
same complex task to determine 𝑍𝑍 scores. Additionally, as in the case of 𝑍𝑍 scores in 
CTT, usually the numeric values of parameter b range from –3 to +3. Applying pa-
rameter c, called item parameter guessing, increases the probability that respondents 
with a very low trait level may still choose the correct answer. One may expect that 
respondents presenting low trait levels, yet with a good intuition (and selecting an-
swers at random) may still stand a chance of endorsing an item. It frequently occurs 
when multiple-choice testing is involved. It is expected that the parameter value 
should not vary considerably from the number of reciprocal choices. Parameter d of 
the IRF, called the item parameters upper asymptote, assumes that the probability 
that respondents with extremely high abilities will answer correctly is less than one. 
In other words, even such respondents are not always certain to make the correct 
choice. 



M. DZIECHCIARZ-DUDA    A proposal for perception measurement on a linguistic scale coded with... 61 

 

 

Figure 4. Item Response Theory framework 

 
Source: author’s work based on Hambleton and Swaminathan (1991a). 
 
 The comprehensive four-parameter (4PL) logistic model may be denoted in the 
form of the following formula: 
 

 𝑃𝑃(𝑋𝑋 = 1|𝜃𝜃, 𝑎𝑎,𝑏𝑏, 𝑐𝑐,𝑑𝑑) = 𝑐𝑐 + (𝑑𝑑 − 𝑐𝑐)
𝑒𝑒𝑎𝑎(𝜃𝜃−𝑏𝑏)

1 + 𝑒𝑒𝑎𝑎(𝜃𝜃−𝑏𝑏) (1) 

 
where: 
θ – represents respondent trait level, 
a – denotes the item’s discrimination that determines the steepness of the IRF, alter-

natively called item parameters discrimination, 
b – denotes the item difficulty that determines the location of the IRF, alternatively 

called item parameters location, 
c – denotes a lower asymptote parameter for the IRF, alternatively called item pa-

rameters guessing; restricts the probability of endorsing the correct response for 
respondents with extremely low ability, 

d – denotes an upper asymptote parameter for the IRF, alternatively called item pa-
rameters upper asymptote, which restricts the probability of endorsing the cor-
rect response for respondents with extremely high ability. 
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 The left side of Equation (1) indicates the probability of responding correctly to 
a given item according to the key of answers. In calculations, the number of items 
and the number of respondents is denoted  𝑖𝑖 = 1, … , 𝑛𝑛, 𝑗𝑗 = 1, … , 𝑁𝑁;  respective-
ly. The four-parameter logistic model (4PL) is the most complex and comprehen-
sive logistic model of the Item Response Theory. A reformulation of Equation 1 
to a simpler formula, the 3PL model, is possible by removing parameter d, and the 
2PL and 1PL models could be obtained analogically – by removing parameters 
c and b, respectively. 
 As stated before, from the formal, mathematical point of view, the model pro-
posed by Georg Rasch is identical to the basic Item Response Theory Model (1PL). 
What is different here is the approach of Rasch himself, who believed the model 
to be superior to data. Following his way of thinking, if some data does not fit the 
model, it should be discarded. Additionally, Rasch’s specification does not allow the 
estimation of abilities for extreme items and persons. In principle, the Rasch model 
is designed for categorical data. The model’s elegant mathematical form renders it 
suitable for extensions that allow greater flexibility in handling complex samples 
relating to collections of tasks representing different domains. Extensions of the 
Rasch model are enhanced by additional structural elements that account for differ-
ences among diverse populations or observed variables. 

4. The assumptions of the Item Response Theory models  

The Item Response Theory is a universal paradigm. The variants of models are 
designed to suit the specific qualities of any given population. A set of common 
assumptions constitutes the base for the specification, the assessment of applicability 
and the rules for the interpretation of results (NAP, 2017; Tinsley and Brown, 2000; 
Hambleton and Swaminathan, 1991b). 
 The Invariance assumption. Invariance is the position of the latent trait which may 
be estimated by any item with a known Item Response Function. Invariance means 
here that the item characteristics are independent of the population to which they 
are applied. The statement concerns the linear transformation of items. So, invari-
ance means that regardless of which questions are being asked, the assessment of the 
level of respondent’s abilities remains the same. In other words, the assessment of 
the level of respondents’ abilities does not change when the questions do. On the 
other hand, item parameters are not determined by a particular group within the 
sample of respondents or inside their linear transformation. The property or as-
sumption of invariance is crucial for socio-economic measurement. It makes it pos-
sible to: 
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• link scales that measure the same construct; 
• implement computerised adaptive testing; 
• compare respondents, also when they answered different items on the scale. 
 Unidimensionality assumption. It is assumed that in the conventional Item 
Response Theory models, considered to be one-dimensional, parameter theta charac-
terises individual differences. As a consequence, the item covariance in the discussed 
model specification includes a single common factor, i.e. a latent trait or a latent 
feature, which is estimated by means of specialised factor analytic models for dichoto-
mous items (Maydeu-Olivares et al., 2011; Kappenburg -ten Holt, 2014). There are 
also multidimensional IRT models, but they are not commonly used in applied 
research (Immekus et al., 2019; Hartig and Hoehler, 2009; Ackerman, 2005). 
 Local Independence Assumption. The Local Independence (LI) assumption indi-
cates that item responses are uncorrelated, provided that control over the latent trait 
is established. The LI and unidimensionality are naturally related. The former is 
liable to violations which are called local dependencies. Even highly univocal scales 
can be susceptible to violations of local independence, which may occur, for exam-
ple, due to item content dependence. Local Independence Assumption violations 
may lead to serious consequences (local dependencies), such as the following: 
• they may distort values of item parameter estimates, which in practice means that 

item slopes are steeper than they really are; 
• they may cause the scale to look more precise than it actually is; 
•  the occurrence of Local Dependence (LD) may lead to a false conclusion about 

the invalidity of the scale, which may essentially define or dominate the latent trait 
in a construct where a strong correlation between two or more items exists. 

 Therefore, the violations of local independence have to be addressed. H. Wainer 
and G. Kiely recommended forming testlets by combining locally dependent items 
for this purpose. A testlet is defined as an aggregation of items which are based on 
a single stimulus, such as, for example, a reading comprehension test. In this case, 
a testlet is a passage and the set of four to twelve items that accompany it (Wainer 
and Kiely, 1987; Sireci et al., 2005). Alternatively, LD may be addressed by removing 
one or more of the LD items from the scale in order to achieve local independence. 
 Qualitatively homogeneous population assumption. The key assumption of the 
Item Response Theory models states that the same IRF applies to all members of the 
respondent’s population. The violation of the qualitatively homogeneous population 
assumption, called differential item functioning, means that a violation of the in- 
variance property occurred. If an item has a different IRF for two or more groups, 
it may lead to false conclusions, e.g. for respondents who are equal in terms of the 
latent feature, different probabilities of the expected scores of endorsing an item 
could be estimated. 
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 Monotonicity assumption. When specifying logistic IRT models, it is assumed that 
as the trait level increases, so does the probability of endorsing an item. In mathe-
matical terms, models have the form of a monotonically increasing function. As  
a consequence, in the situation where this assumption is violated, applying the lo-
gistic form of the model to describe item response data becomes pointless. 

5. Item Response Theory model – application 

The concept of the Test Response Curve (TRC) is crucial for the interpretation of the 
results from the point of view of their applicability. Since Item Response Functions 
are additive, the researcher can combine items to create a Test Response Curve. TRC 
describes the latent trait’s dependency on the number of considered items. An equal-
ly important analytical tool is the Item Information Function (IIF), where the item 
reliability is replaced by the item information. Each IRF can be transformed into the 
IIF. The values of IIF provide a precise representation of an item at each level of the 
latent trait. The information has the form of an index representing the item’s ability 
to differentiate among individuals. The standard error of measurement, which is 
a variance of the latent trait level, may be interpreted in such a way that more infor-
mation means less error, and vice versa. According to the standard error definition, 
the measurement error is expressed on the same metric scale as the latent trait level, 
so it can be used to build confidence intervals. The Item Information Function is 
crucial in the process of creating a quality description of the measurement scale. It is 
possible to extract several of its characteristics, including the following: 
• a difficulty parameter, understood as the location of the highest information point; 
• a discrimination parameter, understood as the height of the information; 
• large discriminations, i.e. the high and narrow IIFs; a high level of precision is 

expressed by a narrow range; 
• low discrimination, i.e. short and wide IIFs; a low level of precision is expressed 

by a broad range. 
 In the one-parameter logistic model, the discrimination parameter is fixed for all 
items, and, accordingly, all the Item Characteristic Curves corresponding to different 
items on the measurement scale are parallel along the ability scale. 
 The Item Information Function values are the measurements of the amount of 
information provided by individual items. Those values may be calculated by multi-
plying the probability of endorsing a correct response by the probability of endors-
ing an incorrect answer. 
 Since the Item Information Functions are additive, the aggregate function may be 
understood as the Test Information Function (TIF). The TIF may be used for the 
assessment of the test as a whole, and in particular to identify parts of the character-



M. DZIECHCIARZ-DUDA    A proposal for perception measurement on a linguistic scale coded with... 65 

 

 

istic range that are most precise and perform best. In Polish literature, the papers by 
Jefmański (2014) and Brzezińska (2016) constitute the first attempts to show the 
potential of this methodology. 

6. Assessment of scale adequacy  

The data which was used for the exercise that served as an example of the assessment 
of the scale adequacy within the Rasch theoretical framework was collected at the 
Wroclaw University of Economics, i.e. the university the author works at. The data 
was collected according to the procedure described in part three of this article and by 
means of the Computer Assisted Personal Interview survey (Lynn, 2019). Respond-
ents were asked to specify their opinions concerning a set of innovative products 
(smartphones), using computer screens illustrated in Figures 1 and 2. The products 
were described by five characteristics and the overall assessment variable. Altogether, 
the sample consisted of over 450 sets of assessments submitted by the respondents. 
Since the group of respondents was selected using the convenience approach, the 
study should then be considered a pilot study whose aim was to verify the possibility 
of applying the proposed approach. The questionnaire covered the following issues: 
respondents’ preferences as to the leading smartphone brands, the available 
smartphone applications, and the key characteristics of the devices. The measure-
ment results were collected in the form of unconventional fuzzy numbers. Figure 5 
illustrates the frequency (%) of chosen answers defining the beginning, middle, and 
upper limit of fuzzy numbers corresponding to the individual categories of the ver-
bal grades. 
 
Figure 5. Frequency (in %) of answers defining the beginning, middle, and upper limit of fuzzy 

numbers corresponding to individual categories of verbal grades 

 

Source: author’s work. 
 

Frequency

% beginning 
middle

end beginning middle end beginning middle end beginning middle end beginning
middle 

end 
0 100 2 0 0 0 0 0 0 0 0 0 0 0

10 0 13 22 0 0 0 0 0 0 0 0 0 0
20 0 54 57 16 2 6 0 0 1 0 0 0 0
30 0 20 16 56 17 18 1 0 3 0 0 0 0
40 0 7 4 21 46 47 12 2 2 1 0 0 0
50 0 3 1 5 25 24 55 9 9 3 0 1 0
60 0 1 0 0 2 3 11 6 5 1 0 1 0
70 0 0 0 1 4 2 18 48 47 13 2 2 0
80 0 0 0 0 2 0 3 26 28 49 9 8 0
90 0 0 0 0 2 0 0 5 5 25 50 49 0

100 0 0 0 0 1 0 0 3 0 8 39 39 100

Very low  Low Medium High Very high
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 Respondents defined numerical values of the verbal categories with various forms 
of triangular fuzzy numbers. Some respondents attempted not to overlap, some tried 
to keep the equal length, while some others to cover the full range of possible values 
(from 0 to 100). A very useful tool for graphical representation of results is the Item 
Characteristic Curves. The ICC is the result of the IRF conversion which takes the 
form of graphical functions representing the respondent’s ability. 
 
Figure 6. Characteristic curves for subscale items (Item Characteristic Curves) 

 
Source: author’s work in R (eRm package). 

 
The values of the ICC function are the probabilities of endorsing the item by the 

respondent. The general assessment of Apple smartphone is shown in Figure 6 to 
illustrate the location of borders between categories. Respondents are very far from 
a uniform distribution in their statements; the widest range is attributed to catego-
ries very low and very high, while the category low has a very narrow range attribut-
ed by respondents, which came as a surprise. On the other hand, there were some 
respondents who defined very narrow ranges of codes for their verbal categories, but 
also approximately a third of them coded their categories with wide and frequently 
overlapping ranges. Subsequent illustrations for the remaining characteristics shown 
in Figure 7 confirm that it was worthwhile to allow unconventional fuzziness for 
characteristics assessment. The uneven lengths of numerical codes attached to indi-
vidual verbal categories prove that respondents attach various meanings and diverse, 
hidden and latent values connected to their subjective perception of product 
features. The interpretation of the assessments is strongly related to the shape of the 
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resulting triangle. Narrow triangles signify strong opinions anchored in a well-
established view resulting in the knowledge of the rules for interpreting attribute 
values. Wide triangles, on the other hand, signify the lack of strong opinions, no 
solid views and the lack of determination in formulating opinions. 
 In addition, it can be inferred that these respondents do not have proper 
knowledge about the products studied, or their general knowledge is poor. This leads 
to a specific interpretation of product features, i.e. the subjective perception of the 
product properties. As a result, formulated assessments of the subjective perception 
of individual product properties take the form of triangles with very broad founda-
tions. 
 A response to the latter observation is the probabilistic test theory, which exam-
ines the probability which may be attached to the respondents’ possible answers to 
a given scale item. Scale items, called statements, are a function of a hidden variable 
that specifies the level of the respondent’s ability to measure the socio-economic 
phenomenon properly, understood as the ability to give a true answer to the scale 
item. On the other hand, the level of difficulty of test statements should be assessed. 
Both tasks may be done using the Rasch specifications. 
 The Item Information Function curve indicates the quality of an item, i.e. the 
item’s ability to differentiate among respondents (Figure 8). The definition of the 
Response Function is based on a concept of the latent variable defined as individual 
differences in reaction, manifested in the assessment of a construct, sometimes re-
ferred to as an item. The IRF characterises the relation between such latent variable 
and the probability of endorsing an item.  
 As was mentioned before, Item Information Functions are additive and the aggre-
gate function is called Test Information Function. As shown in Figure 9, TIF may be 
used as a complete assessment of a test. It is also helpful while identifying parts of the 
characteristic range that are most precise and perform best. Additionally, it might be 
considered an indicator of item quality, i.e. the item’s ability to differentiate among 
respondents. Linguistic expressions may be coded as fuzzy triangular numbers by 
means of a partial credit model framework. This kind of model belongs to the family 
of models used for the theory of response to scale items. The ranges of the domains 
may be determined on the basis of the intersection points of the characteristic curves 
of adjacent categories (Linacre, 2000, 2002). The most recent results may be found 
in the summary provided on a specialised website.8 
 
 
 

                    
8 Model selection: Rating Scale Model (RSM) or Partial Credit Model (PCM), https://www.rasch.org/rmt 

/rmt1231.htm (accessed 20.11.2019). 
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Figure 7. Characteristic curves for subscale items used for Apple assessment 

 

 
Source: author’s work in R (eRm package). 
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Figure 8. Item Information Curves 

 
Source: author’s work in R (eRm package). 

 
 
 
Figure 9. Aggregate function understood as Test Information Function 

 
Source: author’s work in R (eRm package). 
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 Table 2 introduces formulas that enable the establishment of the parameters of 
triangular fuzzy numbers for each of the categories outlined within the 𝑖𝑖-th item. 
The example presents a rating scale with five verbal categories on the ordinal scale: 
very low (VL), low (L), medium (M), high (H), and very high (VH). 

 
Table 2. Determination of the values of parameters of triangular fuzzy numbers for verbal 

categories 

Parameters 
of fuzzy  

numbers 

Categories 

1 – Very 
low 2 3 4 5 – Very 

high 

α1  ............................  −4 τ
i1

 τ
i2

 τ
i3

 τ
i4

 

α2  ..........................  −4 
𝜏𝜏𝑖𝑖1 + 𝜏𝜏𝑖𝑖2

2
 

𝜏𝜏𝑖𝑖2 + 𝜏𝜏𝑖𝑖3
2

 
𝜏𝜏𝑖𝑖3 + 𝜏𝜏𝑖𝑖4

2
 4 

α3  ..........................  τ
i1

 τ
i2

 τ
i3

 τ
i4

 4 

Source: author’s work based on Model selection: Rating Scale Model (RSM) or Partial Credit Model (PCM), 
https://www.rasch.org/rmt/rmt1231.htm (accessed 20.11.2019); Linacre (2000, 2002). 

 
It should be stressed that the category represented by the term low is hardly ever 
chosen, which seen from the methodical point of view might lead to the conclusion 
that this category could be removed from the scale, as according to the respondents’ 
choices, it hardly describes the considered phenomenon at all. On the other hand, 
however, it might be that most respondents evaluate the product characteristic positive-
ly, whereas a negative value is chosen only by those respondents who do not accept 
the brand at all (for example see Figure 10). 
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Figure 10. A graphical form of triangular fuzzy numbers assigned to verbal categories 
for the Apple brand 

10.1. Apple – reliability 10.2. Apple – modernity 

10.3. Apple – design 10.4. Apple – support  

10.5. Apple – prestige 10.6. Apple – general assessment 

Source: author’s work. 

7. Concluding remarks 

In conclusion, it may be stated that the measurement of socio-economic phenomena, 
including the subjective perception of the material wellbeing of households, the 
quality of durable goods in households, and the assessment of the quality of goods 
available to the members of the household requires special tools. It has been proven 
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-4 -3 -2 -1 0 1 2 3 4

very low low medium high very high
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that one of the most useful and powerful of such tools is a linguistic scale. Specialised 
procedures are necessary to code verbal terms with numerical equivalents. The 
author suggests the use of unconventional fuzzy numbers for this purpose. 
 The new proposal on how to perform the assessment and measurement of the 
scale adequacy proved to be useful and effective. The idea of the discussed assess-
ment technique becomes relevant when the measurement results of a linguistic scale 
are coded with numerical equivalents. The author is interested in increasing the 
objectivity of the results of the measurement of households’ subjective wellbeing as 
well as the subjective perception of households’ endowment with durables. The pro-
cess of testing the author’s theory included the measurement of the subjective per-
ception of the socio-economic phenomena on a linguistic scale. The respondents 
coded their own subjective perceptions with fuzzy numbers, usually with unconven-
tional forms of fuzziness. This confirmed the author’s supposition of the diversity of 
individual perceptions and assessment of phenomena. The core of the author’s in-
terest is focused on the use of unconventional fuzzy numbers. 
 As Figure 6 indicates, it is possible to establish numerical delimitation points be-
tween verbal categories. The technique proves useful in the design of survey question- 
naires. The framework for the assessment of scale adequacy is provided by the Item 
Response Theory. The author tested the usefulness of the one-parameter variant of the 
ITR, often called the Rasch model. That study demonstrated that the interpretation 
of assessments can be strongly related to the shape of the resulting triangles. Hence, 
it is advisable, and sometimes necessary, to analyse the values given by those 
respondents who do not have strong, well-grounded opinions (which is illustrated 
by wide ranges of fuzzy numbers). Respondents with such a manner of assessment 
represent a completely different perception of subjective values of verbal categories. 
Similarly, those respondents who have strong, well-grounded opinions, which are 
manifested in narrow ranges of fuzzy numbers, need a different approach in the 
interpretation of measurement results. They demonstrate a wider knowledge and are 
more focused on the differentiation between latent values behind verbal categories. 
 
Acknowledgments: The study was partly conducted within the research project 
entitled ‘Households’ equipment with durable goods in statistical analysis and econ-
ometric modelling of material wellbeing.’ Project no. 2018/29/B/HS4/01420 is 
financed by the National Science Centre, Poland. 
 
 



M. DZIECHCIARZ-DUDA    A proposal for perception measurement on a linguistic scale coded with... 73 

 

 

References 

Abdi H., (2010), Guttman Scaling, in: N. Salkind, (ed.), Encyclopedia of Research Design, Sage, 
Thousand Oaks. 

Ackerman T., (2005), Multidimensional Item Response Theory Models, in: B. Everitt, D. Howell, 
(ed.), Encyclopedia of Statistics in Behavioural Science, vol. 3, Wiley, Chichester. 

Arguelles Mendez L., (2016), From Fuzzy Sets to Linguistic Variables, in: L. Arguelles Mendez, 
(ed.), A Practical Introduction to Fuzzy Logic using LISP, Springer, Berlin, 169–228. DOI: 
10.1007/978–3–319–23186–0_6. 

Ark van der A., (2012), New Developments in Mokken Scale ... in R., Journal of Statistical Software, 
48(5). DOI: 10.18637/jss.v048.i05. 

Brzezińska J., (2016), Modele IRT i modele Rascha w badaniach testowych, in: K. Jajuga, M. Wale-
siak, (ed.), Taksonomia 27: Klasyfikacja i analiza danych – teoria i zastosowania, 49–57. 

Combrinck C., (2018), The use of Rasch Measurement Theory to Address Measurement and Analy-
sis Challenges in Social Science Research, PhD thesis, University of Pretoria, https://repository. 
up.ac.za/bitstream/handle/2263/67982/Combrinck_Use_2018.pdf?sequence=1&isAllowed=y 
(accessed 20.11.2019). 

DeMars C., (2018), Classical Test Theory and Item Response Theory, chapter 2, in: P. Irwing, T. 
Booth, D. Hughes, (ed.), The Wiley Handbook of Psychometric Testing: A Multidisciplinary Ref-
erence on Survey, Scale and Test Development, Wiley, New York, 49–73. DOI: 10.1002/ 
9781118489772.ch2. 

DePaoli S., Tiemensma J., Felt, J., (2018), Assessment of health surveys. Fitting a multidimensional 
graded response model, Psychology, Health & Medicine, 23(1), 1299–1317. DOI: 10.1080/ 
13548506.2018.1447136. 

Diener E., Oishi S., Tay L., (2018), Handbook of Well-Being, DEF Publishers, Salt Lake City. 

Edelen M., Reeve B., (2007), Applying Item Response Theory (IRT) Modelling to Questionnaire 
Development, Evaluation and Refinement, Quality of Life Research, 16(5), 5–18. DOI: 
10.1007/s11136–007–9198–0. 

European Commission, (2017), Qualitative Analysis. Verticals and Environments, chapter 5, in: 
Identification and Quantification of Key Socioeconomic Data to Support Strategic Planning for 
the Introduction of 5G in Europe, Publications Office of the European Union, Luxembourg, 6–7. 

Fattore M., Maggino F., Greselin F., (2011), Socioeconomic Evaluation with Ordinal Variables. 
Integrating Counting and POSET Approaches, Statistica and Applicazioni, Special issue, 31–42. 

FisPro: An Open Source Portable Software for Fuzzy Inference Systems, (2018), https://www. 
fispro.org/en/documentation (accessed 20.11.2019). 

Guttman L., (1944), A Basis for Scaling Qualitative Data, American Sociological Review, 9(2), 139–
150. DOI: 10.2307/2086306. 

Guttman L., Stouffer S., Suchman E., Lazarsfeld P., Star S., Clausen J., (1950), Measurement and 
Prediction, Princeton University Press, Princeton. 

Hambleton R., Swaminathan H., (1991a), Assumptions of Item Response Theory, in: R. Hamble-
ton, H. Swaminathan, Item Response Theory. Principles and Applications, Springer, Berlin. 

https://doi.org/10.1007/978-3-319-23186-0
https://doi.org/10.18637/jss.v048.i05
https://doi.org/10.1002/9781118489772.ch2
https://doi.org/10.1002/9781118489772.ch2
https://doi.org/10.1080/13548506.2018.1447136
https://doi.org/10.1080/13548506.2018.1447136
https://doi.org/10.1007/s11136-007-9198-0
https://www.fispro.org/en
https://www.fispro.org/en
https://doi.org/10.2307/2086306
https://academic.oup.com/sf/article/29/2/207/2225654
https://academic.oup.com/sf/article/29/2/207/2225654


74 Przegląd Statystyczny. Statistical Review 2020 | 1 

 

 

Hambleton R., Swaminathan H., (1991b), Item Response Theory. Principles and Applications, 
Springer, Berlin. 

Hambleton R., Swaminathan H., (1991c), Shortcomings of Standard Testing Methods, in: R. Ham-
bleton, H. Swaminathan, Item Response Theory. Principles and Applications, Springer, Berlin, 
DOI: 10.1007/978-94-017-1988-9. 

Hartig J., Hoehler J., (2009), Multidimensional IRT Models for the Assessment of Competencies, 
Studies in Educational Evaluation, 35(2–3), 57–63. DOI: 10.1016/j.stueduc.2009.10.002. 

Hofmann R., (1979), On Testing a Guttman Scale for Significance, Educational and Psychological 
Measurement, 39(2), 297–301. DOI: 10.1177/001316447903900206. 

Immekus J., Snyder K., Ralston P., (2019), Multidimensional Item Response Theory for Factor 
Structure Assessment in Educational Psychology Research, Frontiers in Education, 4, 1–15. DOI: 
10.3389/feduc.2019.00045. 

Jabrayilov R., Emons W., Sijtsma K., (2016), Comparison of Classical Test Theory and Item Re-
sponse Theory in Individual Change Assessment, Applied Psychological Measurement, 40(8), 
559–572. DOI: 10.1177/0146621616664046. 

Jefmański B., (2014), Application of Rating Scale Model in Conversion of Rating Scales’ Points to 
the Form of Triangular Fuzzy Numbers, Folia Oeconomica Stetinensa, 14(2), 7–18. DOI: 
10.1515/foli-2015-0010. 

Jumailiyah M., (2017), Item Response Theory: A Basic Concept, Educational Research and Reviews, 
12(5), 258–266. DOI: 10.5897/ERR2017.3147. 

Kacprzyk J., Roubens M., (ed.), (1988), Non-Conventional Preference Relations in Decision Making, 
Springer, Berlin. 

Kappenburg -ten Holt J., (2014), A Comparison Between Factor Analysis and Item Response Theory 
Modelling in Scale Analysis, PhD thesis, University of Groningen, https://www.rug.nl/research 
/portal/files/13080475/20140623_Gmw_TenHolt.pdf (accessed 20.11.2019). 

Kong, N., (2018), Numerical Comparisons across General Total Score, Total Score, and Item Response 
Theory, https://www.researchgate.net/publication/323931094_Numerical_Comparisons_across_Ge 
neral_Total_Score_Total_Score_and_Item_Response_Theory. DOI: 10.13140/RG.2.2.21519.89768. 

Linacre J., (2000), Comparing and Choosing between Partial Credit Models (PCM) and Rating 
Scale Models (RSM), Rasch Measurement Transactions, 14(3), 768. 

Linacre J., (2002), Optimizing Rating Scale Category Effectiveness, Journal of Applied Measure-
ment, 3(1), 85–106. 

Lynn P., (2019), Applying Prospect Theory to Participation in a CAPI/WEB Panel Survey, Public 
Opinion Quarterly, 83(3), 559–567. DOI: 10.1093/poq/nfz030. 

Magno C., (2009), Demonstrating the Difference between Classical Test Theory and Item Re-
sponse Theory Using Derived Test Data, The International Journal of Educational and Psycho-
logical Assessment, 1(1), 1–11. 

Maydeu-Olivares A., Cai L., Hernandez A., (2011), Comparing the Fit of Item Response Theory 
and Factor Analysis Models, Structural Equation Modelling, 18(3), 333–356. DOI: 10.1080/ 
10705511.2011.581993. 

Michalos A., (ed.) (2014), Encyclopedia of Quality of Life and Wellbeing Research, Dordrecht, 
Berlin. 

https://doi.org/10.1007/978-94-017-1988-9
https://doi.org/10.1016/j.stueduc.2009.10.002
https://doi.org/10.1177/001316447903900206
https://doi.org/10.3389/feduc.2019.00045
https://doi.org/10.1177/0146621616664046
https://doi.org/10.1515/foli-2015-0010
https://doi.org/10.5897/ERR2017.3147
https://www.rug.nl/research/portal/files/13080475/20140623_Gmw_TenHolt.pdf
https://www.rug.nl/research/portal/files/13080475/20140623_Gmw_TenHolt.pdf
https://www.researchgate.net/publication/323931094_Numerical_Comparisons_across_Ge
https://doi.org/10.13140/RG.2.2.21519.89768
https://doi.org/10.1093/poq/nfz030
https://doi.org/10.1080/10705511.2011.581993
https://doi.org/10.1080/10705511.2011.581993


M. DZIECHCIARZ-DUDA    A proposal for perception measurement on a linguistic scale coded with... 75 

 

 

Mokken R., (1971), A Theory and Procedure of Scale Analysis with Applications in Political Re-
search, de Gruyter, Berlin. 

NAP, (2017), Improving Motor Carrier Safety Measurement, The National Academies Press, Wash-
ington. 

ONS, (2019a), Measuring National Wellbeing in the UK: International Comparisons, Office for 
National Statistics, https://www.ons.gov.uk/peoplepopulationandcommunity/wellbeing/articles/ 
measuringnationalwellbeing/internationalcomparisons2019#personal–well–being (accessed 
20.11.2019). 

ONS, (2019b), Personal Wellbeing in the UK QMI, https://www.ons.gov.uk/peoplepopulationand 
community/wellbeing/methodologies/personalwellbeingintheukqmi#methodology–background 
(accessed 20.11.2019). 

Prieler J., (2007), So Wrong for so Long. Changing our Approach to Change, The Psychologist, 
20(12), 730–732. 

Raykov T., Marcoulides G., (2016), On the relationship between classical test theory and item 
response theory. From one to the other and back, Educational and Psychological Measurement, 
76(2), 325–338. DOI: 10.1177/0013164415576958. 

Roubens M., Vincke P., (1988), Fuzzy Possibility Graphs and Their Application to Ranking Fuzzy 
Numbers, in: J. Kacprzyk, M. Roubens, (ed.), Non-Conventional Preference Relations in Decision 
Making , Springer, Berlin, 119–128. 

Royal K., Ellis A., Ensslen A., Homan A., (2010), Rating Scale Optimization in Survey Research: An 
Application of the Rasch Rating Scale Model, Journal of Applied Quantitative Methods, 5(4), 
607–617. 

Saisana M., (2014), Composite Indicator(s), in: A. Michalos, (ed.), Encyclopedia of Quality of Life 
and Wellbeing Research, Dordrecht, Berlin, 1156–1161. 

Schnorr-Bäcker S., (2018), The Possibilities and Limitations of Measuring Prosperity and Wellbe-
ing in Official Statistics, in: Essays by the Members of the Scientific Advisory Board Government 
Strategy on Wellbeing in Germany, German Government, Berlin, 74–85. 

Sijtsma K., Ark van der A., (2017), A Tutorial on how to do a Mokken Scale Analysis on your Test 
and Questionnaire Data, British Journal of Mathematical and Statistical Psychology, 70(1), 137–
185. DOI: 10.1111/bmsp.12078. 

Sireci S., Thissen D., Wainer H., (2005), On the Reliability of Testlet-Based Tests. Journal of Educa-
tional Measurement, 28(3), 237–247. DOI: 10.1111/j.1745–3984.1991.tb00356.x. 

Tinsley H., Brown S., (2000), Handbook of Applied Multivariate Statistics and Mathematical Mod-
elling, Academic, New York. 

Tov W., Diener E., (2009), Culture and Subjective Wellbeing, in: S. Kitayama, D. Cohen, (ed.), 
Handbook of Cultural Psychology, Guilford, New York, 691–713. DOI: 10.1007/978-90-481-
2352-0_2. 

Wainer H., Kiely G., (1987), Item clusters and computerized adaptive testing: A case for testlets, 
Journal of Educational Measurement, 24(3), 185–201. DOI: 10.1111/j.1745-3984.1987.tb00274.x. 

Walesiak M., Gatnar E., (ed.), (2009), Statystyczna analiza danych z wykorzystaniem programu R, 
PWN, Warszawa. 

https://www.ons.gov.uk/peoplepopulationand
https://doi.org/10.1177/0013164415576958
https://doi.org/10.1111/bmsp.12078
https://doi.org/10.1111/j.1745-3984.1991.tb00356.x
https://doi.org/10.1007/978-90-481-2352-0_2
https://doi.org/10.1007/978-90-481-2352-0_2
https://doi.org/10.1111/j.1745-3984.1987.tb00274.x


76 Przegląd Statystyczny. Statistical Review 2020 | 1 

 

 

Watson R., Egberink I., Kirke L., Tendeiro J., Doyle F., (2018), What are the Minimal Sample Size 
Requirements for Mokken Scaling? An Empirical Example with the Warwick Edinburgh Mental 
Wellbeing Scale, Health Psychology and Behavioural Medicine, 6(1), 203–213. DOI: 
10.1080/21642850.2018.1505520. 

Wind S., (2017), An Instructional Module on Mokken Scale Analysis, Educational Measurement: 
Issues and Practice, 36(2), 50–66. DOI: 10.1111/emip.12153. 

Yau H., Yao W., (2011), Optimizing Distribution of Rating Scale Category in Rasch Model, Paper for 
76th Annual and the 17th International Meeting of the Psychometric Society, The Hong Kong Insti-
tute of Education, Hong Kong, https://pdfs.semanticscholar.org/3b8a/a68885c1e3f2be7e771b4335 
fcc47d3f2bd5.pdf (accessed 20.11.2019). 

Zadeh L., (1975), The concept of a linguistic variable and its application to approximate reasoning, 
Information Sciences, 8(3), 199–249. DOI: 10.1016/0020–0255(75)90036–5. 

Zalnezhad E., Sarhan A., (2014), Fuzzy Modelling to Predict the Adhesion Strength of TiN Ceram-
ic Thin Film Coating on Aerospace, in: L. Ye, (ed.), Recent Advances in Structural Integrity 
Analysis, Woodhead Publishing, Sawston, Cambridge, 239–244. 

Zamri N., Abdullah L., (2014), A New Positive and Negative Linguistic Variable of Interval Trian-
gular Type-2 Fuzzy Sets for MCDM, in: T. Herawan, R. Ghazali, M. Deris, (ed.), Recent Advanc-
es on Soft Computing and Data Mining, Springer, Cham, 69–78. 

Zhu W., (2002), A Confirmatory Study of Rasch-based Optimal Categorization of a Rating Scale, 
Journal of Applied Measurement, 3(1), 1–15. 

https://doi.org/10.1080/21642850.2018.1505520
https://doi.org/10.1111/emip.12153
https://pdfs.semanticscholar.org/3b8a/a68885c1e3f2be7e771b4335
https://doi.org/10.1016/0020-0255(75)90036-5


Przegląd Statystyczny. Statistical Review, 2020, vol. 67, 1, 77–92 DOI: 10.5604/01.3001.0014.1782 
 
  

Multilane turnpike in the non-stationary input-output 
economy with von Neumann temporary equilibrium 

 
Emil Paneka 

 
Abstract. In the author’s earlier papers concerning asymptotic characteristics of the optimal 
growth processes in non-stationary Gale economies with multilane production turnpikes, it is 
assumed that production technology used in time period 𝑡𝑡 may also be used in the next period. 
Such an assumption, relevant for short periods, is difficult to justify in the longer term. 

The paper contains a proof of the so called ‘weak’ effect of the multilane turnpike in a non- 
-stationary Gale economy with changing technology, where this assumption has been sus-
pended. 
Keywords: non-stationary Gale economy, von Neumann temporary equilibrium, multilane 
turnpike 
JEL: C62, C67, O41, O49 

1. Basic assumptions and definitions 

We assume that in the economy there are 𝑛𝑛 used and/or produced goods, where 𝑛𝑛 is 
an integer and is finite. It is assumed that the time 𝑡𝑡 is discrete, 𝑡𝑡 = 0, 1, 2, … 
We let 𝑥𝑥(𝑡𝑡) = �𝑥𝑥1(𝑡𝑡), … , 𝑥𝑥𝑛𝑛(𝑡𝑡)� ≧ 0 denote goods that are used in period 𝑡𝑡 (an 
input vector or expenditure vector) and 𝑦𝑦(𝑡𝑡) = �𝑦𝑦1(𝑡𝑡), … , 𝑦𝑦𝑛𝑛(𝑡𝑡)� ≧ 0 goods that are 
produced in this period from inputs 𝑥𝑥(𝑡𝑡) (an output vector or production vector).1 
We say that �𝑥𝑥(𝑡𝑡),𝑦𝑦(𝑡𝑡)�  represents / describes a feasible production process (due to 
disposable technology in the economy in period 𝑡𝑡). We let 𝑍𝑍(𝑡𝑡) denote the set of all 
technologically feasible production processes in period 𝑡𝑡 and we call it Gale’s produc-
tion space (technological set) in period 𝑡𝑡. The notation (𝑥𝑥,𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡) (or equivalent- 
ly �𝑥𝑥(𝑡𝑡),𝑦𝑦(𝑡𝑡)�∈ 𝑍𝑍(𝑡𝑡)� means that the economy in period 𝑡𝑡 can produce the output 
𝑦𝑦(𝑡𝑡) using inputs 𝑥𝑥(𝑡𝑡). Production spaces 𝑍𝑍(𝑡𝑡), 𝑡𝑡 = 0,1, … are nonempty subsets of 
ℝ+
2𝑛𝑛, satisfying the following conditions: 

 

(G1) 
∀(𝑥𝑥1,𝑦𝑦1) ∈ 𝑍𝑍(𝑡𝑡) ∀(𝑥𝑥2,𝑦𝑦2) ∈ 𝑍𝑍(𝑡𝑡) ∀ 𝜆𝜆1, 𝜆𝜆2 ≥ 

≥ 0 �𝜆𝜆1(𝑥𝑥1,𝑦𝑦1) + 𝜆𝜆2(𝑥𝑥2,𝑦𝑦2) ∈ 𝑍𝑍(𝑡𝑡)�  
 

 
(homogeneity and additivity of production processes), 
 
 
 

                    
a University of Zielona Góra, Institute of Economics and Finance, e-mail e.panek@wez.uz.zgora.pl, ORCID: 

https://orcid.org/0000-0002-7950-1689. 
1 If 𝑎𝑎 ∈ 𝑅𝑅𝑛𝑛 , then 𝑎𝑎 ≧ 0 means that ∀𝑖𝑖(𝑎𝑎𝑖𝑖 ≥ 0), in contrast to 𝑎𝑎 ≥ 0, which means (𝑎𝑎 ≧ 0 ∧  𝑎𝑎 ≠ 0). 
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(G2) ∀(𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡) (𝑥𝑥 = 0 ⇒ 𝑦𝑦 = 0)  
 
(no land-of-Cockaigne condition), 
 
(G3) ∀(𝑥𝑥,𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡) ∀𝑥𝑥′ ≧ 𝑥𝑥  ∀ 0 ≦ 𝑦𝑦′ ≦ 𝑦𝑦 �(𝑥𝑥′,𝑦𝑦′) ∈ 𝑍𝑍(𝑡𝑡)�  
 
(costless waste condition), 
 
(G4) Production spaces 𝑍𝑍(𝑡𝑡) are closed subsets of ℝ+

2𝑛𝑛. 
 
 From (G1), (G2), (G4) it follows that each production space 𝑍𝑍(𝑡𝑡) is a closed con-
vex cone in ℝ+

2𝑛𝑛 with a vertex at 0 and the property that if (𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡) and 
(𝑥𝑥,𝑦𝑦) ≠ 0, then 𝑥𝑥 ≠ 0. We are only interested in such non-trivial processes (𝑥𝑥, 𝑦𝑦) ∈
𝑍𝑍(𝑡𝑡)\{0}. These conditions imply that: 
 
 ∀𝑡𝑡 ∀(𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡)\{0} ∃𝛼𝛼(𝑥𝑥, 𝑦𝑦) = max{𝛼𝛼| 𝛼𝛼𝛼𝛼 ≦ 𝑦𝑦} = min

𝑖𝑖
𝑦𝑦𝑖𝑖
𝑥𝑥𝑖𝑖
≥ 0  

 
 A non-negative number 𝛼𝛼(𝑥𝑥, 𝑦𝑦) is called the technological efficiency rate of the 
process (𝑥𝑥,𝑦𝑦). The function 𝛼𝛼(⋅) is positively homogenous of degree zero on 
𝑍𝑍(𝑡𝑡)\{0} and 
 

∃�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈  𝑍𝑍(𝑡𝑡)\{0} �𝛼𝛼�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� = max
(𝑥𝑥,𝑦𝑦)∈𝑍𝑍(𝑡𝑡)\{0}

𝛼𝛼(𝑥𝑥, 𝑦𝑦) =𝛼𝛼𝑀𝑀,𝑡𝑡� ≥ 0 

 
see e.g. Takayama (1985, Th. 6.A.1; after replacing 𝑍𝑍(𝑡𝑡) with 𝑍𝑍 and 𝛼𝛼𝑀𝑀,𝑡𝑡 with 𝛼𝛼𝑀𝑀). 
The process �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� is called an optimal production process while 𝛼𝛼𝑀𝑀,𝑡𝑡 an op-
timal efficiency rate in the non-stationary Gale economy in period 𝑡𝑡. Due to the 
positive homogeneity of degree zero of the function 𝛼𝛼(⋅), an optimal production 
process multiplied by any positive number is also an optimal production process 
 

∀𝜆𝜆 > 0 � 𝛼𝛼�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� =   𝛼𝛼�𝜆𝜆𝑥̅𝑥(𝑡𝑡),𝜆𝜆𝑦𝑦�(𝑡𝑡)�� 
 
 Let us assume that: 
 
(G5) ∀𝑡𝑡 ∀𝑖𝑖 ∈ {1, 2, … ,𝑛𝑛} ∃(𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡)�(𝑦𝑦𝑖𝑖) > 0�  
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(the economy has a technology that at any period 𝑡𝑡 allows the production of each 
good). This assumption along with (G1) ensures that the optimal efficiency rate 𝛼𝛼𝑀𝑀,𝑡𝑡 
is always (at any period 𝑡𝑡) positive. Let us denote: 
 
 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) = �(𝑥̅𝑥,𝑦𝑦�) ∈ 𝑍𝑍(𝑡𝑡)\{0}|𝛼𝛼(𝑥̅𝑥,𝑦𝑦�) = 𝛼𝛼𝑀𝑀,𝑡𝑡 > 0�  
 
 This set consists of all the optimal production processes in a non-stationary Gale 
economy in period 𝑡𝑡. All sets 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) ⊂ 𝑍𝑍(𝑡𝑡), 𝑡𝑡 = 0,1, … are cones that are contained 
in ℝ+

2𝑛𝑛 (without 0).2 From (G3) it follows that if (𝑥̅𝑥,𝑦𝑦�) ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡), then also 
�𝑥̅𝑥,𝛼𝛼𝑀𝑀,𝑡𝑡𝑥̅𝑥� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) and �𝑦𝑦�,𝛼𝛼𝑀𝑀,𝑡𝑡𝑦𝑦�� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡). The vector 𝑠𝑠(𝑡𝑡) = 𝑦𝑦�(𝑡𝑡)

‖𝑦𝑦�(𝑡𝑡)‖ represents 

the production structure in the optimal process �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� = (𝑥̅𝑥,𝑦𝑦�) ∈ 𝑍𝑍(𝑡𝑡)\{0}2F

3 
Assuming (G1)–(G5), the sets4 
 
 𝑆𝑆(𝑡𝑡) = �𝑠𝑠(𝑡𝑡)|∃�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) �𝑠𝑠(𝑡𝑡) = 𝑦𝑦�(𝑡𝑡)

‖𝑦𝑦�(𝑡𝑡)‖��, 𝑡𝑡 = 0, 1, …  

 
of the production structure vectors in all optimal processes in each period 𝑡𝑡 are 
nonempty, compact and convex; Panek (2016, Th. 2). If 𝑠𝑠 = 𝑠𝑠(𝑡𝑡) ∈ 𝑆𝑆(𝑡𝑡), then the ray 
 
 𝑁𝑁𝑠𝑠𝑡𝑡 = {𝜆𝜆𝜆𝜆|𝜆𝜆 > 0} ⊂ ℝ+

𝑛𝑛   
 
is called a single production turnpike (von Neumann’s ray) in a non-stationary Gale 
economy in period 𝑡𝑡. The set 
 

 ℕ𝑡𝑡 = � 𝑁𝑁𝑠𝑠𝑡𝑡
𝑠𝑠∈𝑆𝑆(𝑡𝑡)

= {𝜆𝜆𝜆𝜆|𝜆𝜆 > 0, 𝑠𝑠 ∈ 𝑆𝑆(𝑡𝑡)}  

 
of all the singular turnpikes 𝑁𝑁𝑠𝑠𝑡𝑡 forms a multilane production turnpike that is acces-
sible in a non-stationary Gale model in period 𝑡𝑡. Each multilane turnpike ℕ𝑡𝑡 , 𝑡𝑡 =
0,1, …, is a cone in ℝ+

𝑛𝑛  not containing 0. 
 In Panek (2018, Lemma 1) we prove that if in a non-stationary Gale economy 
satisfying conditions (G1)–(G5) in a certain period 𝑡𝑡 inputs structure 𝑥𝑥

‖𝑥𝑥‖
 or outputs 

structure 𝑦𝑦
‖𝑦𝑦‖

 in a process (𝑥𝑥,𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡)\{0} is different than a turnpike’s structure, 
then its technological efficiency is lower than optimal: 

                    
2 See Panek (2016, Th. 1; after replacing 𝑍𝑍(𝑡𝑡),𝛼𝛼𝑀𝑀,𝑡𝑡 with 𝛼𝛼𝑀𝑀). 
3 Here and on, if 𝑎𝑎 ∈ ℝ𝑛𝑛 , then ‖𝑎𝑎‖ = ∑ |𝑎𝑎𝑖𝑖|𝑛𝑛

𝑖𝑖=1 , 𝑎𝑎
‖𝑎𝑎‖

= � 𝑎𝑎1
‖𝑎𝑎‖

, 𝑎𝑎2
‖𝑎𝑎‖

, …, 𝑎𝑎𝑛𝑛
‖𝑎𝑎‖
� 

4 Equivalently 𝑆𝑆(𝑡𝑡) = �𝑠𝑠(𝑡𝑡)|∃�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) �𝑠𝑠(𝑡𝑡) = 𝑥̅𝑥(𝑡𝑡)
‖𝑥̅𝑥(𝑡𝑡)‖

��. 
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 ∀𝑡𝑡 ∀(𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡)\{0}�
𝑥𝑥
‖𝑥𝑥‖

∉ 𝑆𝑆(𝑡𝑡) ∨
𝑦𝑦
‖𝑦𝑦‖

∉ 𝑆𝑆(𝑡𝑡) ⟹ 𝛼𝛼(𝑥𝑥, 𝑦𝑦) < 𝛼𝛼𝑀𝑀,𝑡𝑡� (1) 

 
 This condition is important in the proofs of turnpike theorems (Theorems 3 
and 4). 
 Let 𝑝𝑝(𝑡𝑡) = �𝑝𝑝1(𝑡𝑡), … , 𝑝𝑝𝑛𝑛(𝑡𝑡)� ≥ 0 denote the price vector in an economy in 
period 𝑡𝑡. If �𝑥𝑥(𝑡𝑡),𝑦𝑦(𝑡𝑡)� ∈ 𝑍𝑍(𝑡𝑡)\{0}, then 〈𝑝𝑝(𝑡𝑡),𝑥𝑥(𝑡𝑡)〉 = ∑ 𝑝𝑝𝑖𝑖(𝑡𝑡)𝑥𝑥𝑖𝑖(𝑡𝑡)𝑛𝑛

𝑖𝑖=1  represents 
the value of expenditures incurred in that economy in period 𝑡𝑡 (expressed in prices 
𝑝𝑝(𝑡𝑡)), while 〈𝑝𝑝(𝑡𝑡),𝑦𝑦(𝑡𝑡)〉 = ∑ 𝑝𝑝𝑖𝑖(𝑡𝑡)𝑦𝑦𝑖𝑖(𝑡𝑡)𝑛𝑛

𝑖𝑖=1  is the value of outputs produced in 
period 𝑡𝑡 from inputs 𝑥𝑥(𝑡𝑡). Let 
 

 𝛽𝛽�𝑥𝑥(𝑡𝑡),𝑦𝑦(𝑡𝑡),𝑝𝑝(𝑡𝑡)� =
〈𝑝𝑝(𝑡𝑡),𝑦𝑦(𝑡𝑡)〉
〈𝑝𝑝(𝑡𝑡),𝑥𝑥(𝑡𝑡)〉

≥ 0  

 
(〈𝑝𝑝(𝑡𝑡),𝑥𝑥(𝑡𝑡)〉 ≠ 0) denote the economic efficiency rate of the process �𝑥𝑥(𝑡𝑡),𝑦𝑦(𝑡𝑡)� in 
period 𝑡𝑡 (with prices 𝑝𝑝(𝑡𝑡)). Let us take any optimal process �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡). 
Then 
 
 𝛼𝛼𝑀𝑀,𝑡𝑡𝑥̅𝑥(𝑡𝑡) ≦ 𝑦𝑦�(𝑡𝑡) (2) 
 
 □ Theorem 1. Assuming (G1)–(G5): 
 
 ∀𝑡𝑡 ≥ 0 ∃𝑝̅𝑝(𝑡𝑡) ≥ 0  ∀(𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡)�〈𝑝̅𝑝(𝑡𝑡),𝑦𝑦〉 ≤ 𝛼𝛼𝑀𝑀,𝑡𝑡〈𝑝̅𝑝(𝑡𝑡),𝑥𝑥〉� (3) 
 
 Proof.5 According to (G1) for any 𝑡𝑡 we have (0,0) ∈ 𝑍𝑍(𝑡𝑡) and hence, regarding 
(G3), 
 
 ∀𝑡𝑡 ∀𝑖𝑖 ∈ {1, 2, … ,𝑛𝑛} ��𝑒𝑒𝑖𝑖 , 0� ∈ 𝑍𝑍(𝑡𝑡)�  
 
where 𝑒𝑒𝑖𝑖 = (0, … , 1, … ,0) ∈ ℝ𝑛𝑛 is an 𝑛𝑛-dimmensional vector with 1 as the 𝑖𝑖-th co-
ordinate. 
 
Let us choose any period 𝑡𝑡 and let us define the set 
 
 𝐶𝐶(𝑡𝑡) = �𝑐𝑐| ∀(𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡) �𝑐𝑐 = 𝛼𝛼𝑀𝑀,𝑡𝑡𝑥𝑥 − 𝑦𝑦��  
 

                    
5 Proof based on Panek (2019b, Th. 1). 
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 This set is a convex cone in ℝ𝑛𝑛 (as a linear image of a cone 𝑍𝑍(𝑡𝑡)), which does not 
contain negative vectors. Indeed, if 𝐶𝐶(𝑡𝑡) contained a negative vector 𝑐𝑐′, then there 
would exist a production process (𝑥𝑥′,𝑦𝑦′) ∈ 𝑍𝑍(𝑡𝑡), such that 𝑐𝑐′ = 𝛼𝛼𝑀𝑀,𝑡𝑡𝑥𝑥′ − 𝑦𝑦′ < 0, 
and therefore 𝛼𝛼𝑀𝑀,𝑡𝑡𝑥𝑥′ < 𝑦𝑦′. This would mean that 
 

 ∃𝜀𝜀′ > 0 �𝛼𝛼𝑀𝑀,𝑡𝑡 = max
(𝑥𝑥,𝑦𝑦)∈𝑍𝑍(𝑡𝑡)\{0}

𝛼𝛼(𝑥𝑥, 𝑦𝑦) ≥  𝛼𝛼(𝑥𝑥′,𝑦𝑦′) ≥   𝛼𝛼𝑀𝑀,𝑡𝑡 + 𝜀𝜀′�  

 
and this contradicts the definition of the optimal efficiency rate 𝛼𝛼𝑀𝑀,𝑡𝑡. 
 Since �𝑒𝑒𝑖𝑖 , 0�, 𝑖𝑖 = 1,2, … ,𝑛𝑛 belongs to 𝑍𝑍(𝑡𝑡), therefore vectors 
 
 𝑐𝑐𝑖𝑖 = 𝛼𝛼𝑀𝑀,𝑡𝑡𝑒𝑒𝑖𝑖 − 0 = �0, … ,𝛼𝛼𝑀𝑀,𝑡𝑡, … ,0�, 𝑖𝑖 = 1, 2, … ,𝑛𝑛  
 
belong to 𝐶𝐶(𝑡𝑡) (with 𝛼𝛼𝑀𝑀,𝑡𝑡 > 0 on the 𝑖𝑖th coordinate). Then, the hyperplane separa-
tion theorem implies: 
 
 ∃𝑝̅𝑝(𝑡𝑡) ≠ 0 ∀𝑐𝑐 ∈ 𝐶𝐶(𝑡𝑡)(〈𝑝̅𝑝(𝑡𝑡), 𝑐𝑐〉 ≥ 0)  
 
 In particular, 
 
 〈𝑝̅𝑝(𝑡𝑡), 𝑐𝑐𝑖𝑖〉 = 𝛼𝛼𝑀𝑀,𝑡𝑡𝑝̅𝑝𝑖𝑖(𝑡𝑡) ≥ 0, 𝑖𝑖 = 1, 2, … ,𝑛𝑛  
 
so 𝑝̅𝑝(𝑡𝑡) ≥ 0. Hence, condition (3) follows from 𝑐𝑐 = 𝛼𝛼𝑀𝑀,𝑡𝑡𝑥𝑥 − 𝑦𝑦.                                   ∎ 

2. Temporary von Neumann equilibrium 

It follows from (2) and (3) that 
 
 ∀�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡)� 〈𝑝̅𝑝(𝑡𝑡),𝑦𝑦�(𝑡𝑡)〉 = 𝛼𝛼𝑀𝑀,𝑡𝑡〈𝑝̅𝑝(𝑡𝑡), 𝑥̅𝑥(𝑡𝑡)〉 ≥ 0�  
 
which means that it is theoretically possible that 〈𝑝̅𝑝(𝑡𝑡),𝑦𝑦�(𝑡𝑡)〉 = 0 (zero production 
value in the optimal process �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)�. This unrealistic case does not occur when 
the following condition is met in the economy: 
 

(G6) 
∀𝑡𝑡 ≥ 0 ∀(𝑥𝑥,𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡)\ 

\{0}�𝛼𝛼(𝑥𝑥,𝑦𝑦) < 𝛼𝛼𝑀𝑀,𝑡𝑡 ⇒ 0 ≤ 𝛽𝛽�𝑥𝑥, 𝑦𝑦, 𝑝̅𝑝(𝑡𝑡)� =
〈𝑝̅𝑝(𝑡𝑡),𝑦𝑦〉
〈𝑝̅𝑝(𝑡𝑡),𝑥𝑥〉

< 𝛼𝛼𝑀𝑀,𝑡𝑡�  

 
(no production process that does not have the highest technological efficiency can 
achieve the maximum economic efficiency). 
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 □ Theorem 2. If 𝑝̅𝑝(𝑡𝑡) are prices from Theorem 1, and conditions (G1)–(G6) are 
satisfied, then 
 

 ∀𝑡𝑡 ∀�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) ⊂ 𝑍𝑍(𝑡𝑡) (𝑝̅𝑝(𝑡𝑡),𝑦𝑦�(𝑡𝑡) = 
= 𝛼𝛼𝑀𝑀,𝑡𝑡〈𝑝̅𝑝(𝑡𝑡), 𝑥̅𝑥(𝑡𝑡)〉 > 0) 

(4) 

 
Proof is similar to the proof of Theorem 1 in Panek (2018) (after substituting 
�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡), 𝛼𝛼𝑀𝑀,𝑡𝑡 instead of (𝑥̅𝑥,𝑦𝑦�) ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜, 𝛼𝛼𝑀𝑀).                                           ∎ 
 When the optimal efficiency rate 𝛼𝛼𝑀𝑀,𝑡𝑡, optimal production process �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈
∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) ⊂ 𝑍𝑍(𝑡𝑡) and prices 𝑝̅𝑝(𝑡𝑡) ≥ 0 meet the following conditions: 
 
 𝛼𝛼𝑀𝑀,𝑡𝑡𝑥̅𝑥(𝑡𝑡) ≦ 𝑦𝑦�(𝑡𝑡) (5) 
 
 ∀(𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡)�〈𝑝̅𝑝(𝑡𝑡),𝑦𝑦〉 ≤ 𝛼𝛼𝑀𝑀,𝑡𝑡〈𝑝̅𝑝(𝑡𝑡),𝑥𝑥〉� (6) 
 
 〈𝑝̅𝑝(𝑡𝑡),𝑦𝑦�(𝑡𝑡)〉 > 0 (7) 
 
we then say that they define the state of the temporary von Neumann equilibrium in 
a non-stationary Gale economy in period 𝑡𝑡. The vector 𝑝̅𝑝(𝑡𝑡) is called the equilibrium 
price vector in period 𝑡𝑡. It follows from conditions (5)–(7) that in the equilibrium: 
 

 
𝛽𝛽�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡), 𝑝̅𝑝(𝑡𝑡)� =

〈𝑝̅𝑝(𝑡𝑡),𝑦𝑦�(𝑡𝑡)〉
〈𝑝̅𝑝(𝑡𝑡), 𝑥̅𝑥(𝑡𝑡)〉

= max
(𝑥𝑥,𝑦𝑦)∈𝑍𝑍(𝑡𝑡)\{0}

𝛽𝛽�𝑥𝑥, 𝑦𝑦, 𝑝̅𝑝(𝑡𝑡)� = 

= 𝛼𝛼�𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� = 𝛼𝛼𝑀𝑀,𝑡𝑡 > 0 
 

 
i.e. in the temporary equilibrium in any period 𝑡𝑡, the economic efficiency of produc-
tion equates with the technological efficiency, and in each case this is the highest 
possible efficiency for the economy. In the non-stationary Gale economy, under 
conditions (G1)–(G6), the temporary equilibrium states always exist (in all periods 
of time). They are formed in each period 𝑡𝑡 by a triple �𝛼𝛼𝑀𝑀,𝑡𝑡 , �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)�, 𝑝̅𝑝(𝑡𝑡)� with 
any optimal production process �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡). Prices vector  𝑝̅𝑝(𝑡𝑡) and pro-
duction process �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� in the temporary equilibrium are defined up to the 
structure (i.e. any positive multiple of a temporary equilibrium price vector is also an 
equilibrium price vector and any positive multiple of an optimal process is also op-
timal process). 
 Let us consider any production process (𝑥𝑥,𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡)\{0} and let 
 

 𝑑𝑑(𝑥𝑥,ℕ𝑡𝑡) = inf
𝑥𝑥′∈ℕ𝑡𝑡

�
𝑥𝑥
‖𝑥𝑥‖

−
𝑥𝑥′

‖𝑥𝑥′‖
� (8) 
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be a measure of the distance of the vector 𝑥𝑥 from the multilane turnpike ℕ𝑡𝑡 in period 
𝑡𝑡. If conditions (G1)–(G6) are satisfied, then 
 
 ∀𝜀𝜀 > 0 ∀𝑡𝑡 ≥ 0 ∃𝛿𝛿𝜀𝜀,𝑡𝑡 ∈ �0,𝛼𝛼𝑀𝑀,𝑡𝑡� ∀(𝑥𝑥, 𝑦𝑦) ∈ 𝑍𝑍(𝑡𝑡) ∖ {0}  
 
 �𝑑𝑑(𝑥𝑥,ℕ𝑡𝑡) ≥ 𝜀𝜀 ⇒ 𝛽𝛽�𝑥𝑥, 𝑦𝑦, 𝑝̅𝑝(𝑡𝑡)� ≤ 𝛼𝛼𝑀𝑀,𝑡𝑡 − 𝛿𝛿𝜀𝜀,𝑡𝑡�  
 
or equivalently: 
 
 𝑑𝑑(𝑥𝑥,ℕ𝑡𝑡) ≥ 𝜀𝜀 ⇒ 〈𝑝̅𝑝(𝑡𝑡),𝑦𝑦〉 − �𝛼𝛼𝑀𝑀,𝑡𝑡 − 𝛿𝛿𝜀𝜀,𝑡𝑡�〈𝑝̅𝑝(𝑡𝑡),𝑥𝑥〉 ≤ 0 (9) 
 

Proof is similar to the proof of Lemma 2 in Panek (2019a).6  ∎ 
 Under conditions (G1)–(G6), without any additional restraints, it may happen 
that for a given 𝜀𝜀 > 0 (from (9)): 
 
 𝛿𝛿𝜀𝜀,𝑡𝑡 ⟶ 0    when   𝑡𝑡 ⟶ +∞  
 
 This condition means that the economic efficiency of a production process 
(𝑥𝑥,𝑦𝑦)𝑍𝑍(𝑡𝑡) ∖ {0} may increase with time, approaching the maximum level 
 
 𝛽𝛽�𝑥𝑥, 𝑦𝑦, 𝑝̅𝑝(𝑡𝑡)� ⟶ 𝛼𝛼𝑀𝑀,𝑡𝑡   when   𝑡𝑡 ⟶ +∞  
 
although the production/input structure in such processes will constantly deviate by 
𝜀𝜀 from the (optimal) production structure that is achieved only in the turnpike. We 
can exclude this unrealistic situation by assuming, as in Panek (2019a), that: 
 

(G7) ∀𝜀𝜀 > 0 ∃𝜈𝜈𝜀𝜀 > 0 ∀𝑡𝑡 �
𝛿𝛿𝜀𝜀,𝑡𝑡

𝛼𝛼𝑀𝑀,𝑡𝑡
≥ 𝜈𝜈𝜀𝜀�  

 
We assume that, regardless of the time horizon 𝑇𝑇, temporary equilibrium prices are 
non-increasing and limited:7 
 
(G8) ∃𝜌𝜌 > 0 ∀𝑡𝑡1 > 0 ∀𝑡𝑡 < 𝑡𝑡1(𝑝̅𝑝(𝑡𝑡) ≧ 𝑝̅𝑝(𝑡𝑡 + 1) ≥ 0 ∧  ‖𝑝̅𝑝(𝑡𝑡)‖ ≤ 𝜌𝜌)  
 
 Temporary equilibrium prices 𝑝̅𝑝(𝑡𝑡) are defined up to the structure. Thus, for this 
condition to occur, it is enough that they are positive. This assumption is realistic. 

                    
6 See also Theorem 5 in Panek (2016). 
7 See Panek (2014). Regarding the assumed monotonicity of the temporary equilibrium price trajectory, 

rather than assumption ∀𝑡𝑡 < 𝑡𝑡1(‖𝑝̅𝑝(𝑡𝑡)‖ ≤ 𝜌𝜌), it is sufficient to assume the weaker condition: ‖𝑝̅𝑝(0)‖ ≤ 𝜌𝜌. 
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3. Feasible and optimal growth processes. ‘Weak’ turnpike effect 

Let us determine a finite set of time periods 𝑇𝑇 = {0,1, … , 𝑡𝑡1}. Traditionally we call it 
the economy horizon. Usually we assume that the inputs 𝑥𝑥(𝑡𝑡 + 1) that are used in 
the economy in the next period, come from the outputs 𝑦𝑦(𝑡𝑡) produced in the pre- 
vious period, 𝑥𝑥(𝑡𝑡 + 1) ≦ 𝑦𝑦(𝑡𝑡), 𝑡𝑡 = 0, 1, … , 𝑡𝑡1 − 1. That, together with condition 
(G3), leads to the condition 
 
 �𝑦𝑦(𝑡𝑡),𝑦𝑦(𝑡𝑡 + 1)� ∈ 𝑍𝑍(𝑡𝑡 + 1),    𝑡𝑡 = 0, 1, … , 𝑡𝑡1 − 1 (10) 
 
 An initial positive production vector 𝑦𝑦0 in the period 𝑡𝑡 = 0 is determined: 
 
 𝑦𝑦(0) = 𝑦𝑦0 > 0 (11) 
 
 An economy that fulfils conditions (G1)–(G8), (10), (11) is called a non- 
-stationary Gale economy with a multilane turnpike and changing technology. Each 
production vector sequence {𝑦𝑦(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1  satisfying conditions (10)–(11) is called 
(𝑦𝑦0, 𝑡𝑡1) – feasible growth process (production trajectory).  
 Let 𝑢𝑢:𝑅𝑅+𝑛𝑛 ⟶ 𝑅𝑅1 denote a continuous, concave and increasing utility function, 
positively homogeneous of degree 1, that is determined on production vectors in the 
final period 𝑡𝑡1 of the time horizon 𝑇𝑇 and satisfying the following conditions: 
 
(G9)(i) ∃𝑎𝑎 > 0  ∀𝑠𝑠 ∈ 𝑆𝑆+𝑛𝑛(1)(𝑢𝑢(𝑠𝑠) ≤ 𝑎𝑎〈𝑝̅𝑝(𝑡𝑡1), 𝑠𝑠〉)  
 
where 
 
 𝑆𝑆+𝑛𝑛(1) = {𝑥𝑥 ∈ ℝ+

𝑛𝑛|‖𝑥𝑥‖ = 1}  
 
 
         (2i) ∀𝑠𝑠 ∈ 𝑆𝑆(0)(𝑢𝑢(𝑠𝑠) > 0)8  
 
 We denote the feasible growth process that is a solution to the following target 
growth problem (maximising the utility of the outputs produced in the last period of 
time horizon 𝑇𝑇): 
 
 max 𝑢𝑢�𝑦𝑦(𝑡𝑡1)�  

                    
  8 Condition (i) states that regardless of the length of the horizon 𝑇𝑇, the utility function may be approximat-

ed by the linear form with a coefficient vector 𝑎𝑎𝑝̅𝑝(𝑡𝑡1);  𝑎𝑎 > 0. Some of the CES utility functions that are 
positively homogeneous of degree 1 meet conditions (i) and (2i). 
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 subject to (10), (11) (12) 
 
 (with fixed 𝑦𝑦0)  
 
by {𝑦𝑦∗(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1  and we call it the (𝑦𝑦0, 𝑡𝑡1,𝑢𝑢) – optimal growth process. Under our 
assumptions there exists a solution to the problem (12).9 
 The author’s previous paper (Panek, 2019a) focused mainly on the Gale economy 
in which an output vector 𝑦𝑦�(𝑡𝑡) produced in each optimal process �𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈
𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡) ⊂ 𝑍𝑍(𝑡𝑡) in period 𝑡𝑡 was at the same time an input vector 𝑥̅𝑥(𝑡𝑡 + 1) in an 
optimal process �𝑥̅𝑥(𝑡𝑡 + 1),𝑦𝑦�(𝑡𝑡 + 1)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡 + 1) ⊂ 𝑍𝑍(𝑡𝑡 + 1) in period 𝑡𝑡 + 1. 
This required the assumption that the production technology available in the econ-
omy in period 𝑡𝑡 would be available also in period 𝑡𝑡 + 1. This assumption, although 
natural in a short period of time, is difficult to justify in the longer term. Below, as in 
Panek (2019b), we formulate the following, much weaker condition: 
 

(G10) ∃{𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)}𝑡𝑡=0
𝑡𝑡1  ∀𝑡𝑡 ∈ 𝑇𝑇 ��𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡)�  ∧   ∀𝑡𝑡 < 𝑡𝑡1  

 �𝑥̅𝑥(𝑡𝑡 + 1) = 𝑦𝑦�(𝑡𝑡)� 
 

 
 According to (G10), (G3), (5) and (10), there exists at least one series of the opti-
mal production processes {𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1 , such that: 
 

 
𝑦𝑦�(0)
‖𝑦𝑦�(0)‖ = 𝑠̅𝑠 ∈ 𝑆𝑆(0), �𝑦𝑦�(𝑡𝑡),𝑦𝑦�(𝑡𝑡 + 1)� ∈ 𝑍𝑍(𝑡𝑡 + 1),  𝑦𝑦�(𝑡𝑡 + 1) = 

=  𝛼𝛼𝑀𝑀,𝑡𝑡+1𝑦𝑦�(𝑡𝑡),   𝑡𝑡 = 0, … , 𝑡𝑡1 − 1 
 

 
That is, 
 
 𝑦𝑦�(𝑡𝑡) =  �∏ 𝛼𝛼𝑀𝑀,𝜃𝜃

𝑡𝑡
𝜃𝜃=1 �𝑦𝑦�(0),         𝑡𝑡 = 1, … , 𝑡𝑡1 (13) 

 
and 
 
 ∀𝑡𝑡 ∈ 𝑇𝑇(𝑦𝑦�(𝑡𝑡) ∈ 𝑁𝑁𝑠𝑠̅0 = {𝜆𝜆𝑠̅𝑠|𝜆𝜆 > 0} ∈  ℕ0)  
 

                    
9 This is equivalent to the problem max

𝑦𝑦(𝑡𝑡1)∈𝑅𝑅𝑦𝑦0,𝑡𝑡1

𝑢𝑢�𝑦𝑦(𝑡𝑡1)� (maximizing continuous function 𝑢𝑢(∙) on the com-

pact set 𝑅𝑅𝑦𝑦0,𝑡𝑡1 of all the output vectors that it is possible to produce in period 𝑡𝑡1 by an economy that 
‘started’ in the initial period 𝑡𝑡 = 0 from the state 𝑦𝑦0). The existence of the solution follows from the 
Weierstrass theorem on the existence of the maximum of the continuous function on the compact set; 
the proof is similar to the proof of Th. 5.7 in Panek (2003; chapter 5). 
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 The trajectory {𝑦𝑦�(𝑡𝑡)}𝑡𝑡=0
𝑡𝑡1  and any positive 𝜆𝜆 − multiple of this trajectory lies entire- 

ly on the von Neumann ray 𝑁𝑁𝑠𝑠̅0: if 𝑦𝑦�(𝑡𝑡) ∈ 𝑁𝑁𝑠𝑠̅0, thus for any 𝜆𝜆 > 0 we also get 
𝜆𝜆𝑦𝑦�(𝑡𝑡) ∈ 𝑁𝑁𝑠̅𝑠0, 𝑡𝑡 = 0, 1, … , 𝑡𝑡1. Since 𝑠̅𝑠(𝑡𝑡) = 𝑦𝑦�(𝑡𝑡)

‖𝑦𝑦�(𝑡𝑡)‖
∈ 𝑆𝑆(𝑡𝑡) and 𝑦𝑦�(𝑡𝑡)

‖𝑦𝑦�(𝑡𝑡)‖
= 𝑦𝑦�(0)

‖𝑦𝑦�(0)‖
= 𝑠̅𝑠 ∈ 𝑆𝑆(0), 

thus 
 
 ∀𝑡𝑡 ∈ 𝑇𝑇(𝑁𝑁𝑠𝑠̅0 ∈ ℕ𝑡𝑡)  
 
i.e. 𝑁𝑁𝑠𝑠̅0 (a single turnpike, possibly unique) belongs to the multilane turnpike ℕ𝑡𝑡 in 
all periods of the horizon 𝑇𝑇. We call it the peak von Neumann ray (peak turnpike) in 
a non-stationary Gale economy with changing technology. The economy achieves 
the highest growth rate 𝛼𝛼𝑀𝑀,𝑡𝑡   over the entire time horizon 𝑇𝑇 (in all periods 𝑡𝑡 ∈ 𝑇𝑇) 
only on the peak turnpike 𝑁𝑁𝑠𝑠̅0.10 
 In Panek (2019a, 2019b) we proved that in long periods (in a long horizon 𝑇𝑇) each 
(𝑦𝑦0, 𝑡𝑡1,𝑢𝑢) − optimal process {𝑦𝑦∗(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1  almost always runs in close proximity to the 
widest of all the multilane turnpikes ℕ𝑡𝑡1 = ⋃ ℕ𝑡𝑡

𝑡𝑡∈𝑇𝑇  (the shape the turnpike adopts 
in the last period 𝑡𝑡1 of the horizon 𝑇𝑇)11 available in the economy. Theorem 3 formu-
lated below describes the stability of the optimal growth processes in proximity to 
each of the multiline turnpikes ℕ𝑡𝑡 that exist in the economy in periods 𝑡𝑡 =
1, 2, … , 𝑡𝑡1 of the horizon 𝑇𝑇. 
 □ Theorem 3. If conditions (G1)–(G10) are met, then for any 𝜀𝜀 > 0 there 
exists a natural number 𝑘𝑘𝜀𝜀, such that the number of time periods in which 
(𝑦𝑦0, 𝑡𝑡1,𝑢𝑢) − optimal process {𝑦𝑦∗(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1  satisfies the condition12 
 
 𝑑𝑑(𝑦𝑦∗(𝑡𝑡),ℕ𝑡𝑡+1) ≥ 𝜀𝜀  (14) 
 
does not exceed 𝑘𝑘𝜀𝜀. The number 𝑘𝑘𝜀𝜀 does not depend on the length of the horizon. 
 Proof. From the definition of the (𝑦𝑦0, 𝑡𝑡1,𝑢𝑢) − optimal process, according to (6), 
(10) we obtain the following condition: 
 
 〈𝑝̅𝑝(𝑡𝑡 + 1),𝑦𝑦∗(𝑡𝑡 + 1)〉 ≤ 𝛼𝛼𝑀𝑀,𝑡𝑡+1〈𝑝̅𝑝(𝑡𝑡 + 1),𝑦𝑦∗(𝑡𝑡)〉,  𝑡𝑡 = 0,1, … , 𝑡𝑡1 − 1,  

                    
10 We are only able to say about all the other rays (single turnpikes) 𝑁𝑁𝑠𝑠𝑡𝑡 (𝑡𝑡 ∈ 𝑇𝑇, 𝑠𝑠 ∈ 𝑆𝑆(𝑡𝑡), 𝑠𝑠 ≠ 𝑠𝑠̅), both those 

existing in the economy in period 𝑡𝑡 = 0 and the one that will arise later, that among them there may (but 
does not have to) exist a single turnpike available in all the horizon 𝑇𝑇, as well as those appearing in a cer-
tain period 𝜏𝜏1 ≥ 0 and disappearing in a certain period 𝜏𝜏2 ≤ 𝑡𝑡1. 

11 In the above-mentioned papers, the production spaces meet the condition 𝑍𝑍(𝑡𝑡)  ⊆  𝑍𝑍(𝑡𝑡 + 1). Now we 
revoke this condition. This means that in the current version of the model, not every production technol-
ogy available in the economy in period 𝑡𝑡 also has to be available in the future; therefore inclusions ℕ𝑡𝑡  ⊆
 ℕ𝑡𝑡+1, 𝑡𝑡 < 𝑡𝑡1 might not happen. Regarding (G10), we always get (regardless of the length of the horizon 
𝑇𝑇): ⋂ ℕ𝑡𝑡 ≠ ∅𝑡𝑡1

𝑡𝑡=0  (because of our assumptions the entire ray 𝑁𝑁𝑠̅𝑠0 belongs to the set ⋂ ℕ𝑡𝑡𝑡𝑡1
𝑡𝑡=0 ). 

12 In previous papers (2019a, 2019b), instead of metrics 𝑑𝑑(𝑦𝑦∗(𝑡𝑡),ℕ𝑡𝑡+1), there is 𝑑𝑑(𝑦𝑦∗(𝑡𝑡),ℕ𝑡𝑡1). 
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i.e. (considering (G8)): 
 

 

〈𝑝̅𝑝(𝑡𝑡1),𝑦𝑦∗(𝑡𝑡1)〉 ≤ 𝛼𝛼𝑀𝑀,𝑡𝑡1〈𝑝̅𝑝(𝑡𝑡1),𝑦𝑦∗(𝑡𝑡1 − 1)〉 ≤ 
≤ 𝛼𝛼𝑀𝑀,𝑡𝑡1〈𝑝̅𝑝(𝑡𝑡1 − 1),𝑦𝑦∗(𝑡𝑡1 − 1)〉 ≤ 

≤  𝛼𝛼𝑀𝑀,𝑡𝑡1𝛼𝛼𝑀𝑀,𝑡𝑡1−1〈𝑝̅𝑝(𝑡𝑡1 − 1),𝑦𝑦∗(𝑡𝑡1 − 2)〉 ≤ 

… ≤� 𝛼𝛼𝑀𝑀,𝑡𝑡〈𝑝̅𝑝(1),𝑦𝑦0〉 ≤� 𝛼𝛼𝑀𝑀,𝑡𝑡〈𝑝̅𝑝(0),𝑦𝑦0〉
𝑡𝑡1

𝑡𝑡=1

𝑡𝑡1

𝑡𝑡=1
 

(15) 

 
 Let us assume that in periods 𝜏𝜏1, 𝜏𝜏2, … , 𝜏𝜏𝑘𝑘 < 𝑡𝑡1, the inequality (14) holds. Let 𝐿𝐿 =
{𝜏𝜏1, 𝜏𝜏2, … , 𝜏𝜏𝑘𝑘}. Then according to (9): 
 
 〈𝑝̅𝑝(𝑡𝑡 + 1),𝑦𝑦∗(𝑡𝑡 + 1)〉 ≤ �𝛼𝛼𝑀𝑀,𝑡𝑡+1 − 𝛿𝛿𝜀𝜀,𝑡𝑡+1�〈𝑝̅𝑝(𝑡𝑡 + 1),𝑦𝑦∗(𝑡𝑡)〉,  𝑡𝑡 ∈ 𝐿𝐿 (16) 
 
 From (15), (16) we get the condition:  
 

 〈𝑝̅𝑝(𝑡𝑡1),𝑦𝑦∗(𝑡𝑡1)〉 ≤ �� 𝛼𝛼𝑀𝑀,𝑡𝑡+1

𝑡𝑡1

𝑡𝑡=1
𝑡𝑡∉𝐿𝐿

����𝛼𝛼𝑀𝑀,𝑡𝑡+1 − 𝛿𝛿𝜀𝜀,𝑡𝑡+1�
𝑡𝑡∈𝐿𝐿

� 〈𝑝̅𝑝(0),𝑦𝑦0〉  

 
and thus, due to (G9)(i), we reach the upper limit of the output utility produced in 
the last period of horizon 𝑇𝑇: 
 

 
𝑢𝑢�𝑦𝑦∗(𝑡𝑡1)� ≤ 𝑎𝑎〈𝑝̅𝑝(𝑡𝑡1),𝑦𝑦∗(𝑡𝑡1)〉 ≤ 𝑎𝑎 �� 𝛼𝛼𝑀𝑀,𝑡𝑡+1

𝑡𝑡1

𝑡𝑡=1
𝑡𝑡∉𝐿𝐿

� 

���𝛼𝛼𝑀𝑀,𝑡𝑡+1 − 𝛿𝛿𝜀𝜀,𝑡𝑡+1�
𝑡𝑡∈𝐿𝐿

� 〈𝑝̅𝑝(0),𝑦𝑦0〉 
(17) 

 

 The initial production vector 𝑦𝑦0 is positive (see (11)). If we take 𝜎𝜎 =  min
𝑖𝑖

𝑦𝑦𝑖𝑖
0

𝑠𝑠𝑖̅𝑖
 > 0, 

then we are able to construct (𝑦𝑦0, 𝑡𝑡1)− acceptable process {𝑦𝑦�(𝑡𝑡)}𝑡𝑡=0
𝑡𝑡1 : 

 

 𝑦𝑦�(𝑡𝑡) = �
𝑦𝑦0,                                     𝑡𝑡 = 0          

𝜎𝜎 �� 𝛼𝛼𝑀𝑀,𝜃𝜃

𝑡𝑡

𝜃𝜃=1
� 𝑠̅𝑠,          𝑡𝑡 = 1, … , 𝑡𝑡1

  

 
in which an economy starting in the initial period from the state 𝑦𝑦0 reaches 
the single (peak) turnpike 𝑁𝑁𝑠𝑠̅0,   𝑠̅𝑠 ∈ 𝑆𝑆(0) already in the next period 𝑡𝑡 = 1. 
The economy can remain on this turnpike until the end of the horizon 𝑇𝑇, see (13). 
Due to the positive homogeneity of the degree 1 of the utility function, from 
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(G9)(2i) and from the definition of the (𝑦𝑦0, 𝑡𝑡1,𝑢𝑢) − optimal process, the following 
inequality holds:  
 

 𝑢𝑢�𝑦𝑦∗(𝑡𝑡1)� ≥ 𝑢𝑢�𝑦𝑦�(𝑡𝑡1)� =  𝜎𝜎 �� 𝛼𝛼𝑀𝑀,𝜃𝜃

𝑡𝑡1

𝜃𝜃=1
�𝑢𝑢(𝑠̅𝑠) > 0 (18) 

 
 By combining (17) and (18), we obtain the condition: 
 

 
𝑎𝑎 �� 𝛼𝛼𝑀𝑀,𝑡𝑡+1

𝑡𝑡1

𝑡𝑡=1
𝑡𝑡∉𝐿𝐿

����𝛼𝛼𝑀𝑀,𝑡𝑡+1 − 𝛿𝛿𝜀𝜀,𝑡𝑡+1�
𝑡𝑡∈𝐿𝐿

� 〈𝑝̅𝑝(0),𝑦𝑦0〉 ≥ 

  ≥  𝜎𝜎�∏ 𝛼𝛼𝑀𝑀,𝜃𝜃
𝑡𝑡1
𝜃𝜃=1 �𝑢𝑢(𝑠̅𝑠) > 0 

 

 
and hence after the transformations, regarding (G8) (and using the fact that 𝑢𝑢(∙) is 
positive and continuous on the compact set 𝑆𝑆(0)), we obtain: 
 
 

 � �1 −
𝛿𝛿𝜀𝜀,𝑡𝑡+1

𝛼𝛼𝑀𝑀,𝑡𝑡+1
� ≥

𝜎𝜎𝜎𝜎(𝑠̅𝑠)
𝑎𝑎〈𝑝̅𝑝(0),𝑦𝑦0〉

≥
𝜎𝜎𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚

𝑎𝑎𝑎𝑎𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚
0

𝜏𝜏𝑘𝑘

𝑡𝑡=𝜏𝜏1
= 𝐶𝐶 > 0 (19) 

 
where 𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚 =  min

𝑠𝑠∈𝑆𝑆(0)
𝑢𝑢(𝑠𝑠) > 0,  𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚

0 = max
𝑖𝑖
𝑦𝑦𝑖𝑖0 > 0 

 
 According to (G7), there exists 𝜈𝜈𝜀𝜀 > 0, such that for any moment 𝑡𝑡 we have 
𝛿𝛿𝜀𝜀,𝑡𝑡

𝛼𝛼𝑀𝑀,𝑡𝑡
≥ 𝜈𝜈𝜀𝜀, which in combination with condition (19) leads to the inequali-

ty (1− 𝜈𝜈𝜀𝜀)𝑘𝑘 ≥ 𝐶𝐶 and allows us to estimate 𝑘𝑘: 
 

 𝑘𝑘 ≤
ln𝐶𝐶

ln(1− 𝜈𝜈𝜀𝜀) = 𝐴𝐴 (20) 

 
 This is enough to take the smallest natural number not less than max {0,𝑘𝑘} as 𝑘𝑘𝜀𝜀 . 
                                                                                                                                                  ∎ 

4. Final remarks 

Remark 1. Replacing condition (11) with a weaker condition: 
 
 𝑦𝑦(0) = 𝑦𝑦0 ≥ 0 (11′) 
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and with the assumption: 
 
(G11) There exists (𝑦𝑦0, 𝑡̌𝑡)− acceptable growth process {𝑦𝑦�(𝑡𝑡)}𝑡𝑡=0𝑡̌𝑡 , 𝑡̌𝑡 < 𝑡𝑡1, in which13 
 
 𝑦𝑦�(𝑡̌𝑡) > 0  
 
we obtain the following version of the ‘weak’ multilane turnpike theorem: 
 □ Theorem 4. If conditions (G1)–(G11) are met and {𝑦𝑦∗(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1  is a (𝑦𝑦0, 𝑡𝑡1,𝑢𝑢) − 
optimal growth process (the solution to the problem (12) after replacing condition 
(11) with (11’)), then for any number 𝜀𝜀 > 0 there exists a natural number 𝑘𝑘𝜀𝜀 such 
that the number of time periods, in which (𝑦𝑦0, 𝑡𝑡1,𝑢𝑢) − optimal process {𝑦𝑦∗(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1  
satisfies the condition: 
 
 𝑑𝑑(𝑦𝑦∗(𝑡𝑡),ℕ𝑡𝑡+1) ≥ 𝜀𝜀  
 
does not exceed 𝑘𝑘𝜀𝜀. The number 𝑘𝑘𝜀𝜀 does not depend on the length of the horizon 𝑇𝑇. 
 Proof. If we assume that (𝑦𝑦0, 𝑡𝑡1,𝑢𝑢) − optimal growth process {𝑦𝑦∗(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1  is the 
solution to the problem  
 
 max  𝑢𝑢�𝑦𝑦(𝑡𝑡1)�  
 
 subject to (10), (11’)  
 
and by repeating the proof of Theorem 3, we come to the condition (17). If the con-
dition (G11) is met, then there exists (𝑦𝑦0, 𝑡𝑡1)  – acceptable growth process 
{𝑦𝑦�(𝑡𝑡)}𝑡𝑡=0

𝑡𝑡1 : 
 

 𝑦𝑦�(𝑡𝑡) = �
𝑦𝑦�(𝑡𝑡),                                      𝑡𝑡 = 0, 1, … 𝑡̌𝑡      

𝜎𝜎 �� 𝛼𝛼𝑀𝑀,𝜃𝜃

𝑡𝑡

𝜃𝜃=𝑡̌𝑡+1
� 𝑠̅𝑠, 𝑡𝑡 = 𝑡̌𝑡 + 1, … , 𝑡𝑡1

 (21) 

 

 
𝜎𝜎 =  min

𝑖𝑖
𝑦𝑦�𝑖𝑖(𝑡̌𝑡)
𝑠𝑠̅𝑖𝑖

 > 0 and 

𝑢𝑢�𝑦𝑦∗(𝑡𝑡1)� ≥ 𝑢𝑢�𝑦𝑦�(𝑡𝑡1)� =  𝜎𝜎 �� 𝛼𝛼𝑀𝑀,𝜃𝜃

𝑡𝑡1

𝜃𝜃=𝑡̌𝑡+1
�𝑢𝑢(𝑠̅𝑠) > 0 

(22) 

 
 
                    
13 There exists (𝑦𝑦0, 𝑡̌𝑡) − acceptable growth process, in which the economy in period 𝑡̌𝑡 (before the end of the 

horizon 𝑇𝑇) is able to produce a positive output vector. 
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 The rest of the proof is similar to the proof of Theorem 3. From (17), (22) we 
obtain the condition: 

𝑎𝑎 �∏ 𝛼𝛼𝑀𝑀,𝑡𝑡+1
𝑡𝑡1
𝑡𝑡=1
𝑡𝑡∉𝐿𝐿

� �∏ �𝛼𝛼𝑀𝑀,𝑡𝑡+1 − 𝛿𝛿𝜀𝜀,𝑡𝑡+1�𝑡𝑡∈𝐿𝐿 �〈𝑝̅𝑝(0),𝑦𝑦0〉 ≥ 

≥ 𝜎𝜎 �� 𝛼𝛼𝑀𝑀,𝜃𝜃

𝑡𝑡1

𝜃𝜃=𝑡̌𝑡+1
�𝑢𝑢(𝑠̅𝑠) > 0 

in other words: 

� �1 −
𝛿𝛿𝜀𝜀,𝑡𝑡+1

𝛼𝛼𝑀𝑀,𝑡𝑡+1
� ≥

𝜎𝜎𝜎𝜎(𝑠̅𝑠)
𝑎𝑎〈𝑝̅𝑝(0),𝑦𝑦0〉∏ 𝛼𝛼𝑀𝑀,𝜃𝜃

𝑡̌𝑡
𝜃𝜃=1

≥
𝜎𝜎𝑢𝑢𝑚𝑚𝑚𝑚𝑚𝑚

𝑎𝑎𝑎𝑎𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚
0 ∏ 𝛼𝛼𝑀𝑀,𝜃𝜃

𝑡̌𝑡
𝜃𝜃=1

𝜏𝜏𝑘𝑘

𝑡𝑡=𝜏𝜏1
= 𝐶𝐶 > 0 

Consequently, we obtain again the estimate (20).                                                            ∎ 
 Remark 2. Theorem 4 remains valid if we replace condition (G11) with the as-
sumption  that there exists (𝑦𝑦0, 𝑡̌𝑡) − feasible growth process {𝑦𝑦�(𝑡𝑡)}𝑡𝑡=0𝑡̌𝑡 , 𝑡̌𝑡 < 𝑡𝑡1, lead-
ing from the intitial state 𝑦𝑦0 to the peak turnpike  𝑦𝑦� (𝑡̌𝑡) ∈ 𝑁𝑁𝑠𝑠̅0. The proof proceeds in 
the same way as the proof of Theorem 4. 

Remark 3. Theorem 4 also remains valid if – condition (G10) is replaced with 
a (weaker) condition: 

(G10’) 
∃𝑡𝑡̅ < 𝑡𝑡1 ∃{𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)}𝑡𝑡=𝑡𝑡̅

𝑡𝑡1  ∀𝑡𝑡 ∈ {𝑡𝑡̅, 𝑡𝑡̅ + 1, … , 𝑡𝑡1}
��𝑥̅𝑥(𝑡𝑡),𝑦𝑦�(𝑡𝑡)� ∈ 𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜(𝑡𝑡)�  ∧ 

∧ ∀𝑡𝑡 ∈ {𝑡𝑡̅, 𝑡𝑡̅ + 1, … , 𝑡𝑡1 − 1}  �𝑥̅𝑥(𝑡𝑡 + 1) = 𝑦𝑦�(𝑡𝑡)� 

and condition (G11) is replaced with the condition: 

(G11’) There exists (𝑦𝑦0, 𝑡̌𝑡)− acceptable growth process {𝑦𝑦�(𝑡𝑡)}𝑡𝑡=0𝑡̌𝑡 , 𝑡̌𝑡 < 𝑡𝑡1 leading in 
a period 𝑡̌𝑡 ≥ 𝑡𝑡̅ from the initial state (11’) to the peak turnpike 𝑁𝑁𝑠𝑠̅𝑡𝑡

̅ = {𝜆𝜆𝑠̅𝑠|𝜆𝜆 > 0},  

where 𝑠̅𝑠 = 𝑦𝑦�(𝑡̅𝑡)
‖𝑦𝑦�(𝑡̅𝑡)‖ ∈ 𝑆𝑆(𝑡𝑡̅).14

 Remark 4. In the model of the non-stationary economy with a multilane turnpike 
and changing production technology presented in this paper, the production growth 
rate 𝛼𝛼𝑀𝑀,𝑡𝑡  changes (increases) on the peak turnpike, whereas the production struc-
ture 𝑠̅𝑠(𝑡𝑡) = 𝑦𝑦�(𝑡𝑡)

‖𝑦𝑦�(𝑡𝑡)‖ remains unchanged. In real economies  it is not only the produc-

tion growth rate that changes over time, but its structure as well. Sometimes these 

14 Then the peak turnpike 𝑁𝑁𝑠̅𝑠𝑡̅𝑡 exists from period 𝑡𝑡 = 𝑡𝑡̅ (not necessarily from 𝑡𝑡 = 0). 



E. PANEK    Multilane turnpike in the non-stationary input-output economy with von Neumann... 91 

 

 

processes are very dynamic and are the result of technological and/or organisational 
progress, innovation, depletion of natural resources, changes in consumer demand, 
etc. 

There is no evidence that analogous changes in the production structure cannot 
occur on the turnpike. Therefore, it seems reasonable to include the changing pro-
duction structure on the peak turnpike in our non-stationary Gale economy with 
a multilane turnpike as well, which leads to the next stage of the research.15 
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