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Editor-in-Chief 
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The paradigm of statistical inference and the paradigm  
of statistical learning 

Józef Pociechaa 
 
Abstract. The starting point for the presentation of the similarities and differences between the 
principles of conducting statistical research according to the rules of both statistical inference 
and statistical learning is the paradigm theory, formulated by Thomas Kuhn. In the first section 
of this paper, the essential features of the statistical inference paradigm are characterised,  
with particular attention devoted to its limitations in contemporary statistical research. 
Subsequently, the article presents the challenges faced by this research jointly with the 
expanding opportunities for their effective reduction. The essence of learning from data is 
discussed and the principles of statistical learning are defined. Moreover, significant features of 
the statistical learning paradigm are formulated in the context of the differences between the 
statistical inference paradigm and the statistical learning paradigm. It is emphasised that the 
statistical learning paradigm, as the more universal one of the two discussed, broadens the 
possibilities of conducting statistical research, especially in socio-economic sciences. 
Keywords: paradigm theory, learning from data, statistical inference, statistical learning 
JEL: C000, C180, C83 

1. The statistical inference paradigm 

Thomas S. Kuhn, an American physicist, historian and philosopher of science, is the 
founder of the concept of the scientific paradigm. In his basic work on the 
philosophy of science entitled The Structure of Scientific Revolutions (Kuhn, 1962),1 
he introduced into the philosophy of science the idea of a paradigm as a set of 
concepts and theories that form the basis of a given science. These theories and 
concepts are not questioned, at least as long as the paradigm is cognitively creative, 
i.e. it can be used to create specific theories consistent with the experimental or 
historical data which the science concerns. The most general paradigm is that of the 
scientific method, which formulates the criteria for recognising an activity as 
scientific. The paradigm guides the research effort of scientific communities and is 
the basic criterion for identifying areas of individual sciences. Kuhn’s fundamental 
claim is that a transition from the old to the new paradigm takes place in the process 
of scientific revolutions. When a paradigm shift occurs, the scientific world changes 
qualitatively by enriching it with new facts and theories. Thus, according to Kuhn, 
the development of scientific theories continues. 
 In science, and especially in social sciences, different paradigms can occur 
simultaneously, which can even lead to scientific paradigm wars, involving scientists 
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from different camps to contest each other and deny others their scientific character. 
Examples of different paradigms in economic sciences are those of classical and 
Keynesian economics. Parallel paradigms exist in statistics, including descriptive 
statistics, mathematical statistics, Bayesian statistics or the statistical learning 
paradigm (Pociecha, 2020). 
 The paradigm of mathematical statistics (statistical inference) is based on the 
notions of a (general) population, i.e. a statistical population which we do not study, 
and a sample, i.e. a subset of the population we are investigating. The paradigm 
assumes that – on the basis of the sample – we can infer about the population, as 
long as the sample is representative of the population. A necessary condition for the 
representativeness of a sample is its random selection. Sample representativeness is  
a gradual concept; the degree of sample representativeness depends on the sampling 
method and, for a given sampling scheme, the size of the sample. Quite complicated, 
layered sampling schemes are generally used in statistical survey practice, especially 
when the population is very numerous and clearly structured. The sampling theory 
deals with sampling procedures (see e.g. Bracha, 1996; Steczkowski, 1995; Tillé, 
2006).  
 As part of mathematical statistics, two theories constituting its methodological 
basis were formulated – the statistical estimation theory and the statistical 
hypotheses testing theory. The theory of estimation lays down the rules for 
estimating the parameters of the distribution in the population, based on the 
obtained sample, with a fixed type of distribution. The theory of statistical 
hypotheses testing formulates rules for verifying the truthfulness of judgements 
regarding the parameters of the distribution in a certain population by comparing it 
with a determined type of distribution, or judgements relating to the compliance of 
the empirical distribution with a selected theoretical distribution. Moreover, the 
theory involves examining hypotheses regarding the randomness of a sample or 
other related judgements about one or more populations. 
 Statistical inference is of a probabilistic nature and uses two concepts in 
particular: the concept of a confidence level, defined as a confidence coefficient or 
interval, understood as a probabilistic measure of an estimation error in parameter 
estimation, and the concept of a significance level, defined as a predetermined 
probability (risk) of committing a first type error. 
 The paradigm of mathematical statistics is based on the stochastic nature of 
statistical regularities resulting from the indeterministic understanding of the 
connections between the components of the world around us, on the principles of 
inductive inference in the incomplete version and the frequency definition of 
probability. The assumptions of the Aristotelian realist philosophy, assuming that 
the world (reality) exists objectively (outside our mind) and is knowable constitute 

https://pl.wikipedia.org/wiki/Problem_demarkacji
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the fundamental philosophical basis of the paradigm of statistical inference as a tool 
for studying mass processes. This philosophy shows that learning about the reality 
that surrounds us, although difficult, is possible and the scientific effort it entails is 
deliberate. This justifies the possibility and purposefulness of conducting scientific 
research also with the use of statistical methods. An important premise of the 
statistical inference paradigm is Karl Popper’s critical rationalism, which forms the 
philosophical basis for testing scientific hypotheses. The immediate philosophical 
foundation of this paradigm is probabilism, which originated from ancient sceptics 
and was developed by neo-positivists. Popper adopts a sceptical understanding of 
the truth, which we can approach only at a distance acceptable to us (with an error 
that we accept), and which allows making statistical inferences (Pociecha, 2020). 
 Conducting statistical research in accordance with the presented paradigm of 
mathematical statistics is, however, subject to certain limitations and its correct 
performance – in both theoretical and practical terms – faces a number of 
difficulties. In particular, it is challenging for socio-economic sciences to put into 
practice the theoretical requirements for sampling (Cassel et al., 1977). This relates 
to defining the substantive, spatial and temporal scope of the population, 
determining the sampling frame, sampling scheme, sampling procedure (quota, 
group, systematic, stratified sampling), the multi-stage sampling scheme or 
determining the sample size. Each decision in any of the mentioned areas affects the 
obtained sample representativeness. However, in the practice of statistical analyses, 
often no attention is devoted as to how the data set, which we consider a random 
sample, was obtained and no tests verifying the randomness of a sample are 
conducted. In effect, the correctness of the obtained results of statistical 
investigations is often questioned, and the validity of using statistical methods in 
socio-economic research becomes uncertain. 
 The statistical estimation theory and the theory of parametric statistical 
hypotheses verification requires assuming a specific analytical form of distribution 
in the population. The vast majority of estimation procedures and the verification of 
parametric hypotheses require the assumption of normal distribution in the 
population. While in physico-biological studies the assumption of the normality of 
distribution in the population is in most cases satisfied, in socio-economic studies it 
is usually not. However, procedures aiming to test the normality of a population 
distribution are rarely used. There are, of course, also procedures assuming  
a different than normal analytical form of distribution in the population, but 
statistical procedures based on such distributions have not been developed and are 
theoretically complex. 
 It should also be noted that parametric hypothesis estimation and testing 
procedures are limited to solving problems which can be effectively parameterised, 
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but there are numerous empirical research problems that cannot. The existing non-
parametric tests alleviate the problem of analysing non-parameterised issues only to 
a certain extent. 
 Another limitation of the mathematical statistics paradigm is the adoption of an 
axiomatic in theory and frequentative in practice definition of probability. The 
Bayesian statistic paradigm extends the understanding of probability to an a priori 
probability and a probability a posteriori, which broadens the understanding of this 
key concept to include its subjective aspect and allows for a clear connection 
between statistical theory and empirical research. The limitation of classical 
statistical inference is that the testing of statistical hypotheses is based on minimising 
the risk of committing the first type error, i.e. rejecting the null hypothesis when it is 
actually true, which occurs in significance tests. In a large number of cases, it is more 
important to minimise the risk of making a second type error, i.e. accepting the null 
hypothesis when it is false. These situations arise, for example, in the process of 
testing the correctness of financial statements when their audit is performed (Hołda 
& Pociecha, 2009). 
 The limitations resulting from the failure of empirical data to meet the theoretical 
assumptions underlying the methods of the estimation and verification of statistical 
hypotheses are also highlighted by Wiesław Szymczak in his book on the practice of 
statistical inference (Szymczak, 2018). In his work, the author critically assesses the 
role of the paradigm in statistics. Summing up, it should be emphasised that the 
commonly functioning paradigm of statistical inference does not provide a universal 
basis for empirical statistical research. It is subject to significant limitations and 
creates a number of difficulties for the correct implementation of empirical research 
according to this paradigm. 

2. Challenges facing modern statistical research 

The rapid development of information technology (IT), encompassing more and 
more efficient computer hardware and involving an increasingly higher quality and 
reliability computer software, enables processing great amounts of information, 
offering new analytical possibilities for contemporary statistical research, unlike ever 
before. Modern computers have an unimaginable computing power. Currently, the 
most powerful computer in the world, designated as 1/10 1 – Summit – IBM Power 
System AC922 has 2,801,644 GB of memory and 2,414,592 cores. Its computing 
power is at the level of 148,600 teraflops per second, and may even exceed the value 
of 200,795 teraflops (Onet, n.d.). Thus, it can be concluded that the current 
computational possibilities for statistical analyses face no technical barriers. 
 The increased ability to collect, process and store data is now leading to the 
creation of extremely large data sets for which the term Big Data has been adopted. 
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Big Data is defined as a dense, continuous and unstructured data stream resulting 
from interpersonal interactions, interactions between devices being part of the 
infrastructure of the global computer network, and all other instruments through 
which this data stream is registered and transmitted (Migdał-Najman & Najman, 
2017). The most important source of Big Data, however, are the interactions 
resulting from humans’ connections with IT devices, giving people access to 
numerous services such as transaction systems, online stores, financial services, 
mobile services, systems monitoring health, emotions, location, and physical activity. 
Big Data sets are characterised by the amount of data they contain (volume), data 
processing speed (velocity) and data diversity (variety). The above-mentioned 
features include the degree of their reliability (veracity), their value for the user 
(value) and the possibility of their visualisation (visualisation) (Tabakow et al., 
2014). 
 Even if a Big Data set displays the above-mentioned features, it does not 
necessarily mean that it is directly useful for conducting statistical analyses. Big Data, 
in addition to providing useful, up-to-date, accessible, comparable, consistent and 
accurate data, called clear data, consists of inaccurate, repeated, incomplete, wrongly 
named or non-integrated data, referred to as dirty data, as well as dark data, whose 
author, place and time of creation, content and connection with other data remains 
unidentified (Migdał-Najman & Najman, 2017). 
 Thus, Big Data contains not only the clear data desired by the analyst, but also 
dirty data, whose removal often involves complicated cleaning procedures (Kim et 
al., 2003), and dark data, towards which the analyst should make a decision whether 
to eliminate them from the given data set. It is difficult to clearly state in what 
proportions the above-mentioned Big Data components occur, but IT specialists and 
analysts claim that clear data is a substantial minority within Big Data, which is also 
reflected in the obvious disproportion between the amount of data collected and the 
amount of relevant data providing valuable information. IT specialists say that dark 
data can account for up to 90% of the entire volume of Big Data – it is then this 
percentage of Big Data that is not fit for analytical purposes. Thus, the technical and 
IT-related capacity for collecting and storing data are much higher than the ability to 
analyse and draw conclusions from these data; moreover, this disproportion is 
growing rapidly (Migdał-Najman & Najman, 2017). 
 The changes in the acquisition, storage, processing and analysis of data presented 
above pose new challenges for modern statistical research. It is not the issue of 
limited data availability or restricted computational possibilities that constitute  
a barrier to the development and application of statistical methods. On the contrary, 
today’s excess of data and the enormous computing power of computers pose  
a challenge for the rational application of statistical methods in socio-economic 
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analyses. In consequence, the classical paradigm of mathematical statistics is often 
insufficiently effective for modern statistical research. This made it necessary to 
search for a new paradigm of empirical research using statistical tools. 

3. Learning from data 

The purpose of statistical analysis is to extract information from data, while data 
analysis involves the processing of data in order to obtain useful information and 
draw conclusions. Sometimes the term ‘data analysis’ is understood as a field of 
knowledge covering the issues of acquiring, storing and processing data, building 
data warehouses, databases and algorithms; the term may also relate to the 
knowledge of IT tools such as Excel, Python, R, SQL environment, etc. Data analysis 
understood in this way is described in many works, e.g. in Alexander & Kusleika 
(2019). It should be emphasised, however, that the scope of data analysis is 
significantly broader and involves not only obtaining or processing data with the use 
of appropriate IT tools, but, above all, inferring about the socio-economic reality 
which these data come from. 
 In data analysis, the saying ‘let the data speak for itself’ means learning from data. 
The idea is to acquire knowledge not only useful for performing current activities, 
but also to improve future performance. Learning from data is an inductive 
inference made on the basis of available observations. Learning outcomes are 
influenced by three main factors: the components of learning from data, the type of 
feedback on the basis of which the learning process takes place, and the method of 
presenting the acquired information (Russel & Norvig, 2003). 
 In the era of the rapid development of information technology, computers are 
designed to learn from data. In result, machine learning was created, i.e. self-learning 
systems based on algorithms which automatically improve through experience 
(Cichosz, 2000). Machine learning should therefore be understood as the ability of 
computers to automatically learn from data and transfer this knowledge to the 
recipient. 
 Machine learning from data can be realised in three forms: supervised learning, 
unsupervised learning and reinforcement learning. Supervised learning consists in 
approximating unknown function 𝑓𝑓 by mapping the input data with the output data 
by providing individual input data (𝑥𝑥𝑖𝑖) and knowing the output data (𝑦𝑦𝑖𝑖). The 
essence of supervised learning is to provide the algorithm with a set of input-output 
pairs, i.e. (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) pairs in order to approximate unknown function 𝑓𝑓. According to 
the supervised learning theory, input-output is entered to find function 𝑓𝑓 that maps 
the values of 𝑥𝑥 to the value of 𝑦𝑦. The set of all possible functions that can describe 
this mapping is called hypothetical space 𝐻𝐻. Next, function ℎ is selected. This 
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function belongs to hypothetical space 𝐻𝐻, which, in the author’s opinion, 
approximates unknown function 𝑓𝑓 well and provides the possibility of making 
rational future decisions. Function ℎ is a hypothesis of the actual course of function 
𝑓𝑓 (Russel & Norvig, 2003). In statistical literature, input data are called predictors, or 
classically – independent (explanatory) variables. In the machine learning 
terminology output data are called response variables, and classically – dependent 
variables (Hastie et al., 2009). 
 Unsupervised learning is a type of machine learning which assumes that there is 
no exact or even approximate output in the training data. So unsupervised learning 
involves learning patterns on the basis of the given data when only the input data are 
known. The aim of unsupervised learning is to either identify the interdependencies 
between features or to discover the internal structure of a data set. Examples of 
unsupervised learning include cluster analysis and correspondence analysis. 
Unsupervised learning methods are taxonomic methods used to classify objects in  
a multidimensional space of features according to the adopted measure of their 
similarity or distance (Pociecha et al., 1988). 
 Reinforcement learning does not use input or output data. It consists in observing 
the environment by the learning system and selecting activities in order to maximise 
the rewards and avoid the punishments. The learning system learns on its own the 
best strategy, called politics, to collectively obtain the highest reward (Géron, 2018). 
 Function 𝑓𝑓, connecting the input data with the output data in supervised learning, 
can be deterministic or indeterministic; consequently, learning can also be 
deterministic or indeterministic. In the study of socio-economic phenomena, usually 
indeterministic relationships are observed, therefore supervised learning should be 
understood as indeterministic learning. Unknown function 𝑓𝑓 is approximated by 
hypothetical function ℎ. In theory, the more complex the function, the better chance 
of an exact approximation of function 𝑓𝑓. The indeterministic learning process 
involves an inevitable compromise between the complexity of hypothetical function 
ℎ and the degree of dispersion of the input data. The learning problem is feasible if 
hypothesis space 𝐻𝐻 contains the actual function 𝑓𝑓. Unfortunately, it is not always 
possible to assess whether a given learning problem is feasible because the true 
function is unknown. One way to bypass this barrier is to use the previously gained 
knowledge to derive hypothesis ℎ from space 𝐻𝐻, when it is certain that the actual 
function 𝑓𝑓 is contained in this space (Russel & Norvig, 2003). 
 If the actual function 𝑓𝑓 is of a stochastic nature, supervised learning is understood 
as statistical learning. Bearing in mind that in the vast majority of cases function 𝑓𝑓, 
which assigns input data to output data, is defined in a stochastic manner, machine 
learning is in fact almost entirely statistical learning. However, due to the fact that it 
was introduced into the literature by computer scientists, the term ‘statistical 
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learning’ has been dominated by the term ‘machine learning’. It is only thanks to the 
fundamental works of Hastie et al. (2009) and James et al. (2013) that statistical 
learning begins to occupy its rightful place in the world literature. 
 The formal definition of statistical learning is presented in numerous studies, 
including that of Vapnik (2000). According to a popular operational definition, 
statistical learning is a collection of descriptive statistics, mathematical statistics, and 
non-parametric and non-algorithmisable procedures for modelling and under-
standing complex data sets. Statistical learning is a new field of knowledge that has 
been developing since the turn of the 20th and 21st century, being the product of the 
development of statistics and computer science. It combines the principles of 
machine learning with statistical methods (James et al., 2013). 

4. Principles of statistical learning 

In the general approach to statistical learning, we have dependent variable 𝑌𝑌, under- 
stood as the response variable and 𝑘𝑘 explanatory variables (predictors) 𝑋𝑋1,  𝑋𝑋2, … ,𝑋𝑋𝑘𝑘. 
We assume that there is a relationship between 𝑌𝑌 and 𝑋𝑋 = (𝑋𝑋1,  𝑋𝑋2, … ,𝑋𝑋𝑘𝑘) which we 
can generally define as 

 
 𝑌𝑌 = 𝑓𝑓(𝑋𝑋) + 𝜉𝜉, (1) 

 
where 
𝑓𝑓 – an unknown function associating 𝑌𝑌 with 𝑋𝑋; 
𝜉𝜉 – a random component.  

 
 The essence of statistical learning is to guess function 𝑓𝑓 using function ℎ, which is 
one of the hypotheses belonging to hypothesis space 𝐻𝐻, concerning unknown 
function 𝑓𝑓 (Hastie et al., 2009). 
 There are two primary reasons for attempting to guess function 𝑓𝑓. The first one, 
of a practical nature, is the prediction of 𝑌𝑌 based on the knowledge of 𝑋𝑋. The other 
reason, of a more cognitive nature, is the inference about 𝑌𝑌 on the basis of 𝑋𝑋. The 
prediction task is when a set of 𝑋𝑋 predictors is available, but the corresponding 
values of response variable 𝑌𝑌 are unknown. In this case, we predict 𝑌𝑌 using the 
following equation: 
 
 𝑌𝑌� =  𝑓𝑓(X), (2) 
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where 𝑓𝑓 is one of the functions falling in hypothetical space 𝐻𝐻. In this approach, 𝑓𝑓 is 
treated as a black box, in the sense that it is not usually a specific analytical form of 
𝑓𝑓, on condition that it provides accurate possible forecasts of 𝑌𝑌. 
 
 If we want to use statistical learning methods for the purpose of inferring about 
the relationship between the dependent variable and the explanatory variables, then 
we cannot treat 𝑓𝑓 as a black box, but we have to take the specific form of function 𝑓𝑓.�  
Subsequently, we attempt to answer the following questions:  
• Which pre-adopted explanatory variables actually affect the response variable? 
• What is the direction of the relationship between the response variable and 

individual explanatory variables? 
• What is the appropriate analytical form for 𝑓𝑓? 
• Is the linear form sufficient? 
 Statistical learning methods are designed to answer these types of questions 
(James et al., 2013). 
 The approximation of the actual 𝑓𝑓 function is the key statistical learning problem. 
Its estimation is based on a data set, called the training data or training set, 
containing input and output information (𝑥𝑥𝑖𝑖𝑖𝑖 ,𝑦𝑦𝑖𝑖). In other words, we seek such  
a function 𝑓𝑓, for which 
 
 𝑌𝑌 ≈ 𝑓𝑓(𝑋𝑋) (3) 
 
for any pair of observations from set (𝑋𝑋,𝑌𝑌). A parametric or non-parametric 
approach can be applied here. 
 The parametric method of statistical learning involves specifying the analytical 
form of function 𝑓𝑓. In the simplest and most common case, we assume it as a linear 
multivariate model. Then, using the data from the training set, the partial regression 
coefficients of this model are estimated, most often by means of the least squares 
method. Of course, in the case of parametric statistical learning there are many 
options for both the selection of the vector of explanatory variables and the 
analytical form of the regression function. 
 Non-parametric statistical learning methods do not make explicit assumptions 
about the analytical form of the functions for 𝑓𝑓. Instead, they look for a form of 
function 𝑓𝑓 which fits as closely as possible to the data from the training set. The non-
parametric approach can have a great advantage over the parametric approach, 
because by avoiding the assumption of a specific analytical form of function 𝑓𝑓, it can 
fit the empirical data more accurately. The parametric approach involves the risk 
that the analytical form of function 𝑓𝑓 deviates greatly from the actual function 𝑓𝑓, 
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which links the predictors with the result variable. Nevertheless, the non-parametric 
approach has the disadvantage that it does not reduce the number of the estimated 
parameters to only the significant ones, and thus requires a much larger training set 
(James et al., 2013). 
 When selecting the best function 𝑓𝑓 belonging to hypothetical space 𝐻𝐻, one should 
follow a specific quality criterion of fitting this function to the actual function 𝑓𝑓. The 
effectiveness of the statistical learning method with the specified 𝑓𝑓 is measured by 
the mean square error of estimation (MSE): 
 
 𝑀𝑀𝑀𝑀𝑀𝑀 =  1 

𝑛𝑛
∑  (𝑦𝑦𝑖𝑖 −  𝑓𝑓(𝑥𝑥𝑖𝑖𝑛𝑛
𝑖𝑖=1 ))2, (4) 

 
where 
𝑓𝑓(𝑥𝑥𝑖𝑖) – the prediction of the actual f for the i-th observation. 
 
 If the estimation error is calculated for the data from the training set, it is  
a measure of the goodness of fit of function 𝑓𝑓 to empirical data 𝑦𝑦𝑖𝑖. However, we are 
actually interested in the accuracy of the predictions we obtain when applying  
a given statistical learning method to a previously unknown set of test data. Whether 
𝑦𝑦𝑖𝑖 ≈ 𝑓𝑓(𝑥𝑥𝑖𝑖) is of no particular interest in this context; what is important is that 𝑓𝑓(𝑥𝑥0) 
is approximately equal to 𝑦𝑦0, where (𝑥𝑥0,𝑦𝑦0) is an observation from the non-processed 
test set. We select the method which provides the lowest-test MSE as opposed to the 
lowest-training MSE. If a large number of test observations was available, the average 
squared prediction error for these test observations (𝑥𝑥0,𝑦𝑦0) could be computed. We 
select the model for which the average-test MSE is as small as possible. The MSE 
measure is treated as a generalisation error. In practice, the set of observations is 
usually divided into two subsets: the training set, on which we train the statistical 
learning method, and the test set, which is used to verify the effectiveness of the 
learning method. The proportion of the division of the data set into the training and 
the test part tends to be problematic, as on the one hand, it is assumed that the 
training set should be larger than the test set, but on the other hand, the test set 
cannot be too small. It is recommended that the proportion of the division into the 
training and test set is 8 to 2 (Géron, 2018). There are numerous studies comparing 
the prognostic abilities of forecasting models which use different proportions of the 
division of data sets into the training and testing part (cf. e.g. Pociecha et al., 2014). 
 Function 𝑓𝑓 can fairly flexibly match the actual function 𝑓𝑓. However, when 
applying statistical learning procedures, the problem of the overfitting of the 
𝑓𝑓 function to the data may occur. This is related to the possible overtraining 
(overfitting) of the data learning model. This is the case when the MSE based on the 
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training set is clearly smaller than the MSE based on the test set. Along with the 
increase in the flexibility of the statistical learning method, a monotonic decrease in 
the MSE on the training set is observed. On the other hand, the distribution of the 
MSE on the test set is U-shaped and with the increasing flexibility of function 𝑓𝑓, the 
MSE first decreases and then increases. These are the basic properties of statistical 
learning methods, independent of the specific data set and independent of the used 
learning method (James et al., 2013). This provides an opportunity to determine the 
optimal degree of flexibility of function 𝑓𝑓 relative to the training set. The basic 
method of determining this optimum is cross-validation (Koronacki & Ćwik, 2005). 
It consists in separating the training set into mutually complementary subsets, and 
the models are trained in various combinations of these subsets and evaluated using 
the remaining, unused subsets; in result, the optimal model is determined. 
 The search for a compromise between the accuracy of prediction and the 
interpretation of the statistical learning model is an issue related to the one described 
above. Statistical learning methods involve functions which fairly flexibly adapt to 
the data from the training set. Linear regression is an example of an inflexible 
function, while e.g. spline functions are more flexible. The more restrictive 
functions, and therefore demonstrating less flexibility, allow for a deeper substantive 
interpretation of the obtained results. Flexible functions, on the other hand, can lead 
to such complicated estimates of the shape of the actual function f that it is difficult 
to interpret the relationship between the assumed predictors and the dependent 
variable. The relationship between the flexibility and interpretability of statistical 
learning methods is presented by James et al. (2013) as in Figure 1. 
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Figure 1. The relationship between interpretability and flexibility of statistical learning 
methods 

 
Source: James et al. (2013, p. 25). 

 
 The authors indicate that the relation between the flexibility and interpretability 
of statistical learning methods is approximately inversely proportional. The Lasso 
regression is fully interpretable as it allows for the joint selection of explanatory 
variables and the assessment of their impact on the dependent variable (Kubus, 2014 
or Tibshirani, 1996). Generalised additive models (GAM) are interpretable and at 
the same time more flexible, as they allow non-linear relationships between 
variables. Fully non-linear models, including bagging or boosting and the support 
vector method (SVM) are highly flexible, but difficult to interpret in terms of 
content. To sum up, if the aim of using statistical learning methods is to make the 
most precise prediction possible, then the most flexible learning method should be 
selected. If the interpretation of the relationship between the response variable and 
the explanatory variables is important, then the more classic methods should be 
applied (James et al., 2013). 
 Statistical learning methods are used to solve both regression and classification 
problems. If the result (response) variable is a quantitative (directly measurable) 
variable, then the explanatory variables’ (predictors’) influence on it is examined by 
regression. If the result variable is of a qualitative (directly non-measurable) nature, 
then the relationship between it and the predictors is examined by means of the 
classification method (Hastie et al., 2009). 
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 A wide range of statistical learning methods are presented in the literature. There 
is no one best method in statistics and no method dominates all the others for all 
possible data sets. For a particular dataset, one method may work best, but another 
method may prove more efficient in relation to a similar and yet different data set. 
Therefore, statisticians face an important task of selecting the most effective method 
which – when applied for a given data set – gives the best results. In conclusion, the 
choice of the most appropriate statistical learning method is one of the most 
challenging decisions in statistical research practice (James et al., 2013). 

5. Statistical learning paradigm 

The previously characterised premises and principles of learning from data allow for 
the formulation of a statistical learning paradigm. The statistical learning paradigm 
will be presented against the classical paradigm of statistical inference. The starting 
point of the mathematical statistics paradigm is the probability theory and its basic 
concepts, including the random event, the axioms of probability theory, the random 
variable and its distribution. They are followed by the theorems of the probability of 
events, Bayes’ theorem, the formalisation of particular types of distributions of  
a random variable and their characteristics in the form of distribution parameters for 
one- and multi-dimensional variables. The key elements of statistical inference 
include the concept of the distribution of statistics from a sample, the principles of 
estimation parameters and the principles of the verification of statistical hypotheses 
(Kot et al., 2011). The essence of the mathematical statistics paradigm is to start from 
the theory of probability and statistical inference and to check to what extent the 
empirical data can fit into the theoretical framework of mathematical statistics. 
 The statistical learning paradigm involves the opposite – the starting point is the 
available data set. The theory is based on the ‘let the data speak for itself’ and ‘we 
learn from the data’ concepts, which is consistent with neo-positivist beliefs, 
according to which all knowledge is based on empirical data, whereas anything that 
is not based on empirical facts is rejected. Neo-positivists assumed that experience is 
the source of all knowledge about the real world (Kołakowski, 2004). 
 The statistical inference paradigm is based on the concept of general population 
and sample. The condition for the correctness of inference about a population based 
on a sample is the random selection of the sample. The sampling method focuses 
strongly on sampling procedures so that the sample is representative of the entire 
population. The statistical learning paradigm, on the other hand, ignores the notions 
of population and sample. Instead, it assumes that we have a sufficiently large set of 
empirical data on the basis of which we can effectively make predictions and infer 
about the reality which these data come from. In the practice of applying statistical 
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learning procedures, it is often presumed that the training set has the properties of  
a random sample, but its actual randomness is not verified. Perceiving the training 
and test set automatically as random samples is in fact an unjustified transfer of the 
features of the statistical inference paradigm onto the statistical learning paradigm. 
 In the era of powerful computers, it is possible to collect, process and store large 
data sets, known as Big Data. However, such sets do not have the characteristics of 
random samples; they are said to be noisy, i.e. partially random and contain 
unreliable information which needs to undergo various data cleaning processes. It 
should be mentioned here that data from a random sample, selected in accordance 
with the rules of the sampling method, are not subject to ‘cleaning’ as, by definition, 
their appearance in the sample is determined by the probability of their occurrence 
in the population. However, the application of statistical learning procedures should 
not be limited to Big Data as they are known to be used in training sets with less than 
one hundred observations (James et al., 2013). 
 The essence of the statistical learning paradigm is the creation of self-learning 
systems, i.e. systems which improve automatically through experience. In the case of 
statistical learning in the supervised version, it involves providing the algorithm with 
a set of input-output pairs (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) in order to find unknown function 𝑓𝑓 by mapping 
input data to output data, with the accuracy of the minimised mean square error of 
the estimate or mean prediction error. The actual function 𝑓𝑓 in the statistical 
learning paradigm is understood as a black box – it can be a parameterised or non-
parameterised function, it can even be a non-algorithmic procedure. 
 The purpose of statistical learning is to get closer to the real function by 
estimating it on the training set in which function 𝑓𝑓 is taught how to recognise the 
actual function 𝑓𝑓 as accurately as possible. The statistical learning effect is tested on  
a test set and its optimisation is performed in the process of cross-validation. The 
basic difference between the process of statistical estimation and the process of 
statistical learning is that in the former we estimate the parameters of a pre-
determined function, and in the latter the form of this function and its parameters 
are selected by the learning method. 
 The statistical learning paradigm includes classical linear regression models, 
logistic regression, discriminant analysis, polynomial models, splined functions, 
generalised additive models, kernel classifiers, regression and classification trees, 
bagging and boosting methods, random forests, neural networks, support vectors 
machines, the k-means method, and other lesser-known learning procedures. As the 
list above suggests, the range of statistical learning tools is much wider than that of 
the classical mathematical statistics tools. 
 The concept and the theory of probability plays a key role in the paradigm of 
statistical inference. In the statistical learning paradigm, its role is secondary as there 
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are serious doubts whether the training set could be considered as a random data set. 
In this sense, the statistical learning paradigm is getting closer to the descriptive 
statistics paradigm. 
 The literature also emphasises the difference in terms of the research goals that 
can be achieved through both paradigms. Statistical research conducted within the 
mathematical statistics paradigm focuses primarily on explaining the relationships 
between the studied variables, i.e. on the implementation of analytical goals; thus, 
the forecasts built on their basis are often imprecise. Empirical research conducted 
within the statistical learning paradigm involves building on their basis forecasts 
which would be as accurate as possible; nevertheless, their analytical and 
interpretative role could be limited. 
 In conclusion, however, it should be emphasised that the statistical learning 
paradigm is a more universal research platform, as it has in fact absorbed the 
statistical inference paradigm at the expense of weakening its original assumptions. 
The statistical learning paradigm offers a great opportunity to use the computing 
power of modern computers and large data sets produced by contemporary socio- 
-economic life. 
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Predicting in multivariate incomplete time series.  
Application of the expectation-maximisation algorithm  

supplemented by the Newton-Raphson method 

Adam Korczyńskia 
 
Abstract. Statistical practice requires various imperfections resulting from the nature of data to 
be addressed. Data containing different types of measurement errors and irregularities, such as 
missing observations, have to be modelled. The study presented in the paper concerns the 
application of the expectation-maximisation (EM) algorithm to calculate maximum likelihood 
estimates, using an autoregressive model as an example. The model allows describing a process 
observed only through measurements with certain level of precision and through more than 
one data series. The studied series are affected by a measurement error and interrupted in 
some time periods, which causes the information for parameters estimation and later for 
prediction to be less precise. The presented technique aims to compensate for missing data in 
time series. The missing data appear in the form of breaks in the source of the signal. The 
adjustment has been performed by the EM algorithm to a hybrid version, supplemented by the 
Newton-Raphson method. This technique allows the estimation of more complex models. The 
formulation of the substantive model of an autoregressive process affected by noise is outlined, 
as well as the adjustment introduced to overcome the issue of missing data. The extended 
version of the algorithm has been verified using sampled data from a model serving as an 
example for the examined process. The verification demonstrated that the joint EM and 
Newton-Raphson algorithms converged with a relatively small number of iterations and 
resulted in the restoration of the information lost due to missing data, providing more accurate 
predictions than the original algorithm. The study also features an example of the application 
of the supplemented algorithm to some empirical data (in the calculation of a forecasted 
demand for newspapers). 
Keywords: missing data, multivariate time series, expectation-maximisation algorithm, 
Newton-Raphson algorithm 
JEL: C13, C19, C61 

1. Introduction 

Data quality insight is one of the aspects of data science which supports data analysis 
by providing a framework that allows working with real data. Real data naturally 
tends to be erroneous, displaying measurement errors, incompleteness of data and 
other irregularities such as outliers. 
 The source of a measurement error can be different depending on the application. 
When analysing environmental and technical problems, it can result from 
instrument imprecision and differences in the locations of the assessments as shown 
in a pollution study by Butland et al. (2013). An example of a measurement error in 
economic analysis is provided by Fukuda (2005) in a study of a business cycle 
indicator affected by an error resulting from irregular sampling, which arose from 
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the need to produce business reports within a short period in order to evaluate the 
current business conditions. Ghassemi et al. (2015) discuss the issue of noisy data in 
medical studies where errors result from difficulties related to data collection. In 
effect, only irregularly sampled heterogeneous clinical records are available. 
 The problem of missing data has been extensively studied and described in 
statistical literature. A comprehensive overview of the topics related to the analysis 
of missing data is provided by Little & Rubin (2002). One of the recent works on 
missing data and other aspects of data quality and their implications from a survey 
perspective is by Laaksonen (2018). 
 The reason behind data incompleteness is twofold. It can be related to data 
collection issues, such as data entry delays or to the attitude of the respondents who 
may not be willing to provide certain information. While the former is usually less 
frequent and driven by completely random events, the latter can result in bias. 
Depending on the missing data mechanism, the missingness can lead to bias if the 
probability of observing an outcome would be determined by some subject 
characteristics or the outcome level itself. Naturally, a reduced amount of 
information causes the estimation of parameters to be imprecise. Various weighting 
adjustments and imputation techniques, including multiple imputation, have been 
implemented to address the above-mentioned problems in different data structures. 
 One other aspect in data quality assessment is the existence of outliers. Outlying 
observations can appear in univariate distribution, but when analysed from 
a multivariate perspective, they are likely to become a more complex problem. The 
analysis primarily focuses on influential observations, involving such values which 
affect the estimates or their standard errors. In some cases the outliers are simply 
erroneous data points and therefore one would expect a correction of such values to 
be made prior to the analysis. In practice, many erroneous data points can be 
detected directly by predefined edit checks. If an outlier turns to be a true value or it 
is not possible to clean the data for operational reasons, e.g. reporting time 
requirements, robust methods and models are designed to solve such problems. In 
univariate settings, the natural choice would be to utilise quantiles of the distribution 
and this concept can be extended to quantile regression models showing robustness 
against the observations that behave unlike most of the other ones (Koenker, 2005). 
 The aim of this paper is to assess the extension of the numeric technique for time 
series analysis outlined in Shumway & Stoffer (1982) in order to address the 
prediction problem, considering such aspects of data quality as measurement errors 
and data incompleteness. The model applied for smoothing and forecasting is the 
Kalman filter (Kalman, 1960), which is estimated through the expectation- 
maximisation (EM) algorithm. The standard EM algorithm requires closed-form 
solutions which are not readily available for more complex data structures. This in 
practice leads to the introduction of constraints imposed upon selected parameters 
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in order to simplify the numeric problem. The extension suggested in this paper 
involves incorporating the Newton-Raphson method within the regular EM 
algorithm in order to allow the estimation of parameters which are otherwise set to 
zero. This solution offers flexibility and reduces constraints when making 
assumptions for the analysed process, e.g. we can assume that there is a non-zero 
correlation between the measurement errors in a bivariate time series. The text 
provides a description of the studied process which uses an autoregressive model 
with random noise affecting the observed time series data. 

2. Model for noisy time series 

Kalman (1960) introduced a model for the description of processes with the aim of 
detecting signals in the presence of random noise. The detection process involves 
separating the signal from random noises, thereby providing basis for predicting the 
signals. The model finds its application when the observation is performed 
independently by two or more individuals or devices, with the goal to measure the same 
characteristic, although the data from each source are subject to measurement error. An 
example of such observation is described by Cajner et al. (2019). The purpose of the 
study was to combine two individual sources of data on the labour market (drawn from 
separate surveys) in order to reduce a measurement error which was in fact affecting 
both sources, and thus improve the accuracy of the estimates related to labour market 
characteristics, including the number of active and paid employees. 
 In multivariate time series settings, all data sources are utilised to predict the 
examined signal (e.g. the level of a specific characteristic), but in order to make that 
prediction, the data must first be cleaned from noise. In the notation, 𝑥𝑥𝑡𝑡 will be the 
underlying, true level of the analysed parameter over time 𝑡𝑡 = 1, 2, … ,𝑛𝑛. Only 𝑦𝑦𝑡𝑡 – 
the noisy data are observed. A process involving multiple data sources measuring the 
same characteristic with only limited precision can be expressed as follows 
(Shumway & Stoffer, 1982, p. 254): 
 
 𝐲𝐲𝑡𝑡 = 𝐌𝐌𝑡𝑡  𝐱𝐱𝑡𝑡 + 𝐯𝐯𝑡𝑡   for   t = 1, 2, ..., n, (1) 
 
where 
𝐲𝐲𝑡𝑡 – 𝑘𝑘 × 1 is the vector of the observed series at time 𝑡𝑡; 
𝐌𝐌𝑡𝑡 – 𝑘𝑘 × 𝑝𝑝 is the design matrix transforming the unobserved 𝑝𝑝 × 1 vector 𝐱𝐱𝑡𝑡 into 𝐲𝐲𝑡𝑡. 

If applied in incomplete data, 𝐌𝐌𝑡𝑡 would refer to the missing data indicator as 
defined in Little & Rubin (2002, Section 1.2), pointing to those elements of 
observation vector 𝐲𝐲𝑡𝑡 which are known and which are not; 

𝐯𝐯𝑡𝑡 – 𝑘𝑘 × 1 is the vector of the process error terms following normal distribution 
𝑁𝑁(𝛍𝛍,𝐑𝐑) with zero-mean vector and 𝑘𝑘 × 𝑘𝑘 covariance matrix 𝐑𝐑. 
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 Let us assume that we want to obtain the measurement of 𝐱𝐱𝑡𝑡, but in fact this 
variable is measured by two independent sources and we are not able to observe it 
directly. What we have is 2 × 1 vectors of measurements from each of the sources 
over time. Based on (1) the process is then as follows: 
 
 �

𝑦𝑦1𝑡𝑡
𝑦𝑦2𝑡𝑡� = �

𝑚𝑚1𝑡𝑡
𝑚𝑚2𝑡𝑡

� 𝑥𝑥𝑡𝑡 + �
𝑣𝑣1𝑡𝑡
𝑣𝑣2𝑡𝑡�   for   t = 1, 2, ..., n, (2) 

 
where 
 

 �
𝑣𝑣1𝑡𝑡
𝑣𝑣2𝑡𝑡�~𝑁𝑁��00� , �𝑟𝑟1

2 𝑟𝑟12
𝑟𝑟12 𝑟𝑟22

��. (3) 

 
 Vector 𝐯𝐯𝑡𝑡 can be considered as a component aiming to capture the measurement 
error. 
 For example, we can assume that there are two sources of data for the same series. 
In economics it could be demand assessed by two individual sources. In medical 
statistics the application of the above concept would relate to models for laboratory 
measurements based on different types of samples (e.g. serum and plasma). 
Assuming the existence of a correlation between the two specimens (see for example 
Carey et al., 2016), the two series can be combined in order to describe the changes 
in the laboratory parameters under study over time. 
 We further specify the process describing random series 𝒙𝒙𝒕𝒕 as a first-order 
autoregressive process, thereby introducing a correlation between the adjacent 
observations, i.e. the outcome at time 𝑡𝑡 would depend on its level at time 𝑡𝑡 − 1. As 
the model would simplify the true process, we include the term 𝒘𝒘𝒕𝒕 to reflect 
deviations of the actual outcome from the modelled series. The model specification 
is then as follows: 
 
 𝐱𝐱𝑡𝑡 = 𝚽𝚽t 𝐱𝐱𝑡𝑡−1 + 𝐰𝐰𝑡𝑡   for   t = 1, 2, ..., n,  (4) 
 
where 
𝚽𝚽t – 𝑝𝑝 × 𝑝𝑝 is the transition matrix expressing the relationship between the adjacent 

values of the series over time;  
𝐰𝐰𝑡𝑡 – 𝑝𝑝 × 1 is the vector of model error terms following a normal distribution, 

𝑁𝑁(𝛍𝛍,𝐐𝐐) is the zero-mean vector and 𝑝𝑝 × 𝑝𝑝 is covariance matrix 𝐐𝐐 for the 
uncorrelated process. The initial value of process 𝑥𝑥0 is assumed to be a normal 
random vector from 𝑁𝑁(𝛍𝛍0,𝚺𝚺0), where 𝚺𝚺0 is a 𝑝𝑝 × 𝑝𝑝 covariance matrix.  
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 In the simplest case with univariate series, the model would take the following form: 
 
 𝑥𝑥𝑡𝑡 = ϕ𝑥𝑥𝑡𝑡−1 + 𝑤𝑤𝑡𝑡   for   t = 1, 2, ..., n, (5) 
 
where ϕ represents the autocorrelation between the adjacent elements of the series 
and where the variance of 𝐰𝐰𝑡𝑡 is univariate and noted by 𝑞𝑞2. 
 
 Error 𝐰𝐰𝑡𝑡 captures the uncertainty displayed by the model, which reflects the 
ability to describe the process creating a series of observations. 
 In order to obtain the estimates of 𝑥𝑥1,  𝑥𝑥2 … ,  𝑥𝑥𝑛𝑛, observed series of vectors 
𝑦𝑦1, 𝑦𝑦2 … ,𝑦𝑦𝑛𝑛 are smoothed by using the model specified in (1) and (4). The same 
framework can be applied to calculate forecast 𝑋𝑋𝑛𝑛+1, 𝑋𝑋𝑛𝑛+2, … ,𝑋𝑋𝑛𝑛+𝑙𝑙 , with 𝑙𝑙 repre- 
senting the number of periods for which the prediction is produced. 
 The process applicable to bivariate series which begins with an observation, and then 
proceeds to the smoothing of the series, on to the prediction is depicted in Figure 1. 
 
Figure 1. Smoothing and predicting based on bivariate observed series 

𝑡𝑡 𝑌𝑌1𝑡𝑡 𝑌𝑌2𝑡𝑡  𝑋𝑋𝑡𝑡 

1 𝑦𝑦1𝑡𝑡 𝑦𝑦21  𝑥𝑥1 
2 𝑦𝑦12 𝑦𝑦22  𝑥𝑥2 
⋮ ⋮ ⋮  ⋮ 
𝑛𝑛 𝑦𝑦1𝑛𝑛 𝑦𝑦2𝑛𝑛 ⟶ 𝑥𝑥𝑛𝑛 

    𝑥𝑥𝑛𝑛+1 
    𝑥𝑥𝑛𝑛+2 
    ⋮ 
    𝑥𝑥𝑛𝑛+𝑙𝑙  

Source: author’s work. 

 
 In the formulation of the model above, there are two random terms capturing the 
specific parts of the overall variability occurring in the process. Random term 𝐰𝐰𝑡𝑡 in 
(4) captures the uncertainty related to the model specification in relation to the 
actual process, while 𝐯𝐯𝑡𝑡 in (1) is to express the measurement error or the noise 
introduced by the measurement technique or displayed by the nature of the observed 
data. 
 The model parameters from (1) and (4) are estimated based on an iterative 
version of the maximum likelihood approach. The usage of the EM algorithm 
supplemented by Newton-Raphson allows expanding the model complexity, also 
taking the practical perspective into account, including handling missing data. The 
following sections describe the application of the estimating algorithm to obtain the 
maximum likelihood estimates of the model for bivariate incomplete data. 
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3. Estimation of the model 

3.1. The likelihood function and the estimating algorithm 

Assuming that the sample is large and the observation units are selected 
independently, the model specified by (1) and (4) can be estimated using the 
maximum likelihood method. The method maximises the joint density expressed as 
a product of individual probabilities given the population distribution (for details on 
the method see for example Mittelhammer, 2013, Section 8.3; Little & Rubin, 2002, 
Chapter 6). For the model specified in Section 1 the likelihood is a product of three 
factors related to the initial condition for the process, the autoregressive part and the 
part explaining how underlying series 𝑥𝑥𝑡𝑡  (𝑡𝑡 =  1, 2, … ,𝑛𝑛) are transformed into 
actual observations (Shumway & Stoffer, 2017, p. 306): 
 
 𝑓𝑓(𝐲𝐲|𝜽𝜽) = 𝑓𝑓(𝐱𝐱0|𝛍𝛍0,𝚺𝚺0)∏ 𝑓𝑓(𝐱𝐱𝑡𝑡|𝐱𝐱𝑡𝑡−1,𝚽𝚽,𝐐𝐐)𝑛𝑛

𝑡𝑡=1 ∏ 𝑓𝑓(𝐲𝐲𝑡𝑡|𝐱𝐱𝑡𝑡 ,𝐑𝐑)𝑛𝑛
𝑡𝑡=1 , (6) 

 
where 𝜽𝜽 represents the set of parameters describing the population of interest and 
requiring estimation. 
 
 Given joint density (6), the log-likelihood assuming 𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑛𝑛, considering 
𝐲𝐲1,𝐲𝐲2, … , 𝐲𝐲𝑛𝑛, and ignoring the constants is as follows (Shumway & Stoffer, 1982, 
p. 256): 
 

ln𝐿𝐿 (𝜽𝜽|𝐱𝐱,𝐲𝐲) = −
1
2

ln|𝚺𝚺0|−
1
2

(𝐱𝐱0 − 𝛍𝛍0)′𝚺𝚺0−1(𝐱𝐱0 − 𝛍𝛍0) 

                                         −𝑛𝑛
2

ln|𝐐𝐐| − 1
2
∑ (𝐱𝐱𝑡𝑡 − 𝚽𝚽𝐱𝐱𝑡𝑡)′𝐐𝐐−1(𝐱𝐱𝑡𝑡 − 𝚽𝚽𝐱𝐱𝑡𝑡)𝑛𝑛
𝑡𝑡=1  

                                             −𝑛𝑛
2

ln|𝐑𝐑|− 1
2
∑ (𝐲𝐲𝑡𝑡 − 𝐌𝐌𝑡𝑡𝐱𝐱𝑡𝑡)′𝐑𝐑−1(𝐲𝐲𝑡𝑡 − 𝐌𝐌𝑡𝑡𝐱𝐱𝑡𝑡)𝑛𝑛
𝑡𝑡=1 . 

(7) 

 
 The maximum likelihood (ML) estimates of the model given by (1) and (4) are 
obtained by maximising the log-likelihood function (7) with respect to parameters 
𝛍𝛍0, 𝚺𝚺0, 𝚽𝚽, 𝐐𝐐 and 𝐑𝐑. In relation to simple problems, the ML estimators can be 
derived directly from the log-likelihood function. When the level of complexity 
increases, which may result from the nature of the series (e.g. higher dimensions, 
more complex model specifications), the direct maximisation is rarely available and 
in practice referring to optimisation techniques such as Newton-Raphson or EM 
algorithms becomes inevitable. 
 Shumway and Stoffer (1982, pp. 256–257) provide formulas for estimating the 
parameters of (1) and (4) using the EM algorithm. This approach enables addressing 
two types of data irregularities: 
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• the expectation step allows the implementation of the smoothing estimator so that 
the observed data (e.g. two-dimensional series) assessing the same effect but with 
some level of a measurement error represented by 𝐑𝐑 can be transformed into the 
smoothed series; 

• the expectation step can be further extended to incorporate compensation for the 
missing data, i.e. finding the maximum likelihood estimates through an iterative 
process replacing the missing values by their expectations drawn from a conditional 
distribution from a prespecified population. 

 The algorithms outlined in Shumway & Stoffer (1982) as well as in Little & Rubin 
(2002, Chapter 8) focus on applications assuming a direct approach to the 
maximisation step. The suggestion proposed in this paper is to combine the EM 
algorithm with the Newton-Raphson method, in this case operating as a sub-algorithm. 
Some examples of such an approach have been described as hybrid maximisation 
methods in Little & Rubin (2002, pp. 186–188) (see for example Lange, 1995). 
 The goal of the approach proposed in this paper is to allow more complex model 
specifications, which is basically equivalent to relaxing some of the constraints used 
to simplify the computations. In Shumway and Stoffer (1982), it is the assumption 
on uncorrelated measurement errors in vector 𝐯𝐯𝑡𝑡 which provides a simplified version 
of the 𝐑𝐑 matrix with a covariance occurring between the measurement errors equal 
to zero. 
 The EM algorithm formulation is depicted in Korczyński, 2018, Chapter 4; Little 
& Rubin, 2002, Chapter 8, and Molenberghs & Kenward, 2007, pp. 93–103. The 
algorithm consists of an initial step and two main steps: the expectation step, in 
which the expected value of the log-likelihood is calculated, and the maximisation 
step, in which updates to the model parameters are found so that they maximise the 
expected likelihood at the current iteration. In the presented version of the 
algorithm, we assume that the actual series of 𝒚𝒚𝑡𝑡 (𝑡𝑡 = 1, 2, … ,𝑛𝑛) is not fully 
observable, and then data vector y is split into observed 𝒚𝒚obs and missing 𝒚𝒚mis. The 
iterative process consists of three steps. 
 Initial step. Set the parameter vector to certain initial values 𝛉𝛉(0). In a missing data 
application the complete-case or available-case approach can be used (for details see 
for example Little & Rubin, 2002, Chapter 8) to obtain the initial estimates. 
 Expectation step. Calculate the expected value of the log-likelihood function with 
the current estimates of parameter vector 𝛉𝛉(𝑖𝑖): 
 
 𝑄𝑄�𝛉𝛉�𝛉𝛉(𝑖𝑖)� = 𝐸𝐸�ln𝐿𝐿 (𝛉𝛉|𝐲𝐲)|𝐲𝐲𝑜𝑜𝑜𝑜𝑜𝑜,𝛉𝛉(𝑖𝑖)�. (8) 
 
 In practice, this step requires finding the expected values of the sufficient statistics 
and replacing the unknown components by their expected values. The unknown 
components may be related to the smoothing of the series to identify the underlying 
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unobserved process (Shumway & Stoffer, 1982, Section 2) or to the missing values 
(Dempster et al., 1977, pp. 3–4). 
 Maximisation step. Find 𝛉𝛉(𝑖𝑖+1) maximising the log-likelihood function considering 
the current expectations over the log-likelihood function: 
 
 𝑄𝑄�𝛉𝛉(𝑖𝑖+1)�𝛉𝛉(𝑖𝑖)� ≥ 𝑄𝑄�𝛉𝛉(𝑖𝑖+1)�𝛉𝛉(𝑖𝑖)� for all 𝛉𝛉. (9) 
 
 After having updated 𝛉𝛉(𝑖𝑖+1), we need to go back to the first step and the cycle is 
repeated until convergence is reached, i.e. until the changes observed for the 
estimates in question are lower than an arbitrarily small value 𝜀𝜀. 
 The EM algorithm, as specified above, ensures convergence to the maximum of 
the log-likelihood (Molenberghs & Kenward, 2007, p. 95), although the rate of the 
convergence can be slow. 
 The suggested extension as outlined in Korczyński (2018, pp. 216–225), involves 
the replacement of the maximisation step with the Newton-Raphson maximisation 
of the parameters for which closed-form solutions are not available. In the model 
outlined by (1) and (4), the Newton-Raphson step would entail estimating the elements 
of variance-covariance matrix 𝐑𝐑, depicting the behaviour of the measurement error 
terms. The general notation of the maximisation is as follows: 
 
 𝛉𝛉�(𝑖𝑖+1) = 𝛉𝛉�(𝑖𝑖) −�𝐸𝐸 �𝜕𝜕

2 ln 𝐿𝐿�𝛉𝛉(𝑖𝑖)|𝐲𝐲�
𝜕𝜕𝛉𝛉(𝑖𝑖)𝜕𝜕𝛉𝛉(𝑖𝑖) ��

−1
𝐸𝐸 �𝜕𝜕 ln 𝐿𝐿�𝛉𝛉

(𝑖𝑖)|𝐲𝐲�
𝜕𝜕𝛉𝛉(𝑖𝑖) �. (10) 

 
 In a regular framework which ignores the noise around the signal and any 
potentially missing data we would proceed directly to the maximisation of the log-
likelihood (7). However, we assume that the true process is only approximated by 
individual data series and we let some elements of the series be missing, which is 
unavoidable in statistical practice. An example of this process which will be further 
discussed in this text is outlined in Figure 2. 
 
Figure 2. Smoothing and predicting based on bivariate observed series with missing data 

𝑡𝑡 𝑌𝑌1𝑡𝑡 𝑌𝑌2𝑡𝑡  𝑋𝑋𝑡𝑡 
1 𝑦𝑦11 𝑦𝑦21  𝑥𝑥1 
2 𝑦𝑦12 𝑦𝑦22  𝑥𝑥2 
3 . 𝑦𝑦23  𝑥𝑥3 
4 . 𝑦𝑦24  𝑥𝑥4 
5 𝑦𝑦15 𝑦𝑦25  𝑥𝑥5 
6 𝑦𝑦16 . ⟶ 𝑥𝑥1 
 ⋮ ⋮  ⋮ 
𝑛𝑛 𝑦𝑦1𝑛𝑛 .  𝑥𝑥𝑛𝑛 

    𝑥𝑥𝑛𝑛+1 
    𝑥𝑥𝑛𝑛+2 
    ⋮ 
    𝑥𝑥𝑛𝑛+𝑙𝑙  

Source: author’s work. 
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 Firstly, we need to find the underlying series through the smoothing of the 
observed data 𝐲𝐲1,𝐲𝐲2, … , 𝐲𝐲𝑛𝑛 to receive 𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑛𝑛. 
 Secondly, we need to consider the fact that some parts of the observed series are 
missing. Both aspects are dealt with by determining the expected value of the log-
likelihood function (7). 
 After calculating the maximum likelihood estimates, we can proceed to the 
prediction of the next 𝑙𝑙 elements of the series. 
 In order to simplify the notation, we assume that the actual process is observed 
through two data sources as described by (2) and (5). In this case the log-likelihood 
can be written as: 

 
ln𝐿𝐿 (𝛉𝛉|𝐱𝐱, 𝐲𝐲) = −1

2
ln𝜎𝜎02 −

1
2𝜎𝜎02

(𝑥𝑥0 − 𝜇𝜇0)2  

                            −𝑛𝑛
2

ln𝑞𝑞2 − 1
2𝑞𝑞2

∑ (𝑥𝑥𝑡𝑡 − 𝜙𝜙𝑥𝑥𝑡𝑡−1)2𝑛𝑛
𝑡𝑡=1  

                            −𝑛𝑛
2

ln �𝑟𝑟1
2 𝑟𝑟12

𝑟𝑟12 𝑟𝑟22
� 

                            −1
2
∑ ��

𝑦𝑦1𝑡𝑡
𝑦𝑦2𝑡𝑡� − �

𝑚𝑚1𝑡𝑡
𝑚𝑚2𝑡𝑡

� 𝑥𝑥𝑡𝑡�
′

𝑛𝑛
𝑡𝑡=1 �𝑟𝑟1

2 𝑟𝑟12
𝑟𝑟12 𝑟𝑟22

�
−1

��
𝑦𝑦1𝑡𝑡
𝑦𝑦2𝑡𝑡� − �

𝑚𝑚1𝑡𝑡
𝑚𝑚2𝑡𝑡

� 𝑥𝑥𝑡𝑡�. 

(11) 

 
 The log-likelihood function (11) can be expressed as: 

 

 

ln𝐿𝐿 (𝛉𝛉|𝐱𝐱, 𝐲𝐲) = −1
2

ln𝜎𝜎02 −
1
2𝜎𝜎02

(𝑥𝑥02 − 2𝜇𝜇0𝑥𝑥0 + 𝜇𝜇02) −𝑛𝑛
2

ln𝑞𝑞2 

                            − 1
2𝑞𝑞2

∑ (𝑥𝑥𝑡𝑡2 − 2𝜙𝜙𝑥𝑥𝑡𝑡𝑥𝑥𝑡𝑡−1 + 𝜙𝜙2𝑥𝑥𝑡𝑡−12 )𝑛𝑛
𝑡𝑡=1  −𝑛𝑛

2
ln(𝑟𝑟12𝑟𝑟22 − 𝑟𝑟122 ) 

                            − 1
2�𝑟𝑟12𝑟𝑟22−𝑟𝑟122 �

∑ [(𝑦𝑦1𝑡𝑡2𝑛𝑛
𝑡𝑡=1 − 2𝑚𝑚1𝑡𝑡𝑦𝑦1𝑡𝑡𝑥𝑥𝑡𝑡 + 𝑚𝑚1𝑡𝑡

2 𝑥𝑥𝑡𝑡2)𝑟𝑟22 

                            −2(𝑦𝑦1𝑡𝑡𝑦𝑦2𝑡𝑡 − 𝑚𝑚2𝑡𝑡𝑦𝑦1𝑡𝑡𝑥𝑥𝑡𝑡 − 𝑚𝑚1𝑡𝑡𝑦𝑦2𝑡𝑡𝑥𝑥𝑡𝑡 − 𝑚𝑚1𝑡𝑡𝑚𝑚2𝑡𝑡𝑥𝑥𝑡𝑡2)𝑟𝑟12 
                            + (𝑦𝑦2𝑡𝑡2 − 2𝑚𝑚2𝑡𝑡𝑦𝑦2𝑡𝑡𝑥𝑥𝑡𝑡 + 𝑚𝑚2𝑡𝑡

2 𝑥𝑥𝑡𝑡2)𝑟𝑟12]. 

(12) 

 
 The implementation of the Newton-Raphson step allows assuming the existence 
of a correlation between the error terms in the 𝑦𝑦1𝑡𝑡 and 𝑦𝑦2𝑡𝑡 observed series. 
 In order to apply the EM algorithm, we firstly specify the expectation of loglikeli-
hood (8). This step requires calculating: 
• the expectation of the unobserved 𝐱𝐱1, 𝐱𝐱2, ..., 𝐱𝐱𝑛𝑛  series . This allows for the smoothing 

of the observed process to assess the underlying series; 
• the expectation of the incomplete elements of the observed y1, y2, ..., yn series. This 

part addresses the issue of missing data in the process. 



26 Przegląd Statystyczny. Statistical Review 2021 | 1 

 

 

 The expected log-likelihood for (12) can be expressed as: 
 

 

𝐸𝐸[ln𝐿𝐿 (𝛉𝛉|𝐱𝐱,𝐲𝐲)] = −1
2

ln𝜎𝜎02 −
1
2𝜎𝜎02

[𝐸𝐸(𝑥𝑥02)− 2𝜇𝜇0𝐸𝐸(𝑥𝑥0) + 𝜇𝜇02] −𝑛𝑛
2

ln𝑞𝑞2 

                                  − 1
2𝑞𝑞2

∑ [𝐸𝐸(𝑥𝑥𝑡𝑡2)− 2𝜙𝜙𝐸𝐸(𝑥𝑥𝑡𝑡𝑥𝑥𝑡𝑡−1) + 𝜙𝜙2𝐸𝐸(𝑥𝑥𝑡𝑡−12 )]𝑛𝑛
𝑡𝑡=1   

                                  −𝑛𝑛
2

ln(𝑟𝑟12𝑟𝑟22 − 𝑟𝑟122 )− 1
2�𝑟𝑟12𝑟𝑟22−𝑟𝑟122 �

∑ {[𝐸𝐸(𝑦𝑦1𝑡𝑡2 )𝑛𝑛
𝑡𝑡=1  

                                  −2𝑚𝑚1𝑡𝑡𝐸𝐸(𝑦𝑦1𝑡𝑡𝑥𝑥𝑡𝑡) + 𝑚𝑚1𝑡𝑡
2 𝐸𝐸(𝑥𝑥𝑡𝑡2)]𝑟𝑟22 

                         −2[𝐸𝐸(𝑦𝑦1𝑡𝑡𝑦𝑦2𝑡𝑡)−𝑚𝑚2𝑡𝑡𝐸𝐸(𝑦𝑦1𝑡𝑡𝑥𝑥𝑡𝑡)−𝑚𝑚1𝑡𝑡𝐸𝐸(𝑦𝑦2𝑡𝑡𝑥𝑥𝑡𝑡) 

                                  −𝑚𝑚1𝑡𝑡𝑚𝑚2𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡2)]𝑟𝑟12 + [𝐸𝐸(𝑦𝑦2𝑡𝑡2 ) 

                                  −2𝑚𝑚2𝑡𝑡𝐸𝐸(𝑦𝑦2𝑡𝑡𝑥𝑥𝑡𝑡) + 𝑚𝑚2𝑡𝑡
2 𝐸𝐸(𝑥𝑥𝑡𝑡2)]𝑟𝑟12}. 

(13) 

 
 The next step is to find the expectations of 𝐱𝐱𝑡𝑡 and 𝐲𝐲𝑡𝑡 in (13). The estimator of the 
𝐱𝐱𝑡𝑡 smoothed series is depicted in Subsection 3.2. The calculation of the expectations 
of the missing elements of 𝐲𝐲𝑡𝑡 is presented in Subsection 3.3. Given the expected 𝐱𝐱𝑡𝑡 
and 𝐲𝐲𝑡𝑡 at a specific iteration of the algorithm, the log-likelihood function is 
maximised with respect to the 𝛉𝛉𝑖𝑖  parameters of interest to update the estimates and 
obtain 𝛉𝛉𝑖𝑖+1, which is then utilised to recalculate the expectations of the log-
likelihood. The maximisation is outlined in Subsection 3.4. The algorithm runs in 
cycles, from the expectation step to the maximisation step and over again, until 
convergence occurs. 

3.2. Smoother estimator 

For the specified autoregressive model accounting for noise given by (1) and (4), we 
utilise the Kalman smoother estimator taking relevant steps needed to estimate the 
studied parameters. The process is outlined in Shumway & Stoffer (1982, pp. 262–
263). The expected value of xt is noted as: 
 
 𝐱𝐱𝑡𝑡𝑛𝑛 = 𝐸𝐸[𝐱𝐱𝑡𝑡|𝐲𝐲1,𝐲𝐲2, … ,𝐲𝐲𝑛𝑛], (14) 
 
while the error variance-covariance matrix takes the following form: 
 
 𝐏𝐏𝑡𝑡𝑛𝑛 = 𝐸𝐸[(𝐱𝐱𝑡𝑡 − 𝐱𝐱𝑡𝑡𝑛𝑛)(𝐱𝐱𝑡𝑡 − 𝐱𝐱𝑡𝑡𝑛𝑛)′|𝐲𝐲1,𝐲𝐲2, … , 𝐲𝐲𝑛𝑛]. (15) 
 
 As noted in Anderson & Moore (1979, pp. 37–38), error variance-covariance 
matrix (15) measures how effective the 𝐱𝐱�𝑡𝑡𝑛𝑛 estimate is. The trace of 𝐏𝐏𝑡𝑡𝑛𝑛 from (15) is 
given by: 
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𝑡𝑡𝑟𝑟𝐏𝐏𝑡𝑡𝑛𝑛 = 𝐸𝐸{𝑡𝑡𝑟𝑟[(𝐱𝐱𝑡𝑡 − 𝐱𝐱𝑡𝑡𝑛𝑛)(𝐱𝐱𝑡𝑡 − 𝐱𝐱𝑡𝑡𝑛𝑛)′|𝐲𝐲1,𝐲𝐲2, … , 𝐲𝐲𝑛𝑛]} 

                                         𝐸𝐸{‖𝐱𝐱𝑡𝑡 − 𝐱𝐱𝑡𝑡𝑛𝑛‖𝟐𝟐|𝐲𝐲1,𝐲𝐲2, … ,𝐲𝐲𝑛𝑛}, 
(16) 

 
and it is the conditional error variance for 𝐱𝐱�𝑡𝑡𝑛𝑛. The optimisation involves finding 𝐱𝐱�𝑡𝑡𝑛𝑛, 
for which the error variance is minimised. 
 
 For 𝑡𝑡 =  1, 2, … ,𝑛𝑛 and with the initial condition for the process of 𝐱𝐱00 = 𝛍𝛍0 and 
𝐏𝐏00 = 𝚺𝚺0, the smoothing is performed by means of the following set of recursive 
equations: 
 
 𝐱𝐱𝑡𝑡𝑡𝑡−1 = 𝚽𝚽𝐱𝐱𝑡𝑡−1𝑡𝑡−1, (17) 
 
 𝐏𝐏𝑡𝑡𝑡𝑡−1 = 𝚽𝚽𝐏𝐏𝑡𝑡−1𝑡𝑡−1𝚽𝚽′ + 𝐐𝐐, (18) 
 
 𝐊𝐊𝑡𝑡 = 𝐏𝐏𝑡𝑡𝑡𝑡−1𝐌𝐌𝑡𝑡

′(𝐌𝐌𝑡𝑡𝐏𝐏𝑡𝑡𝑡𝑡−1𝐌𝐌𝑡𝑡
′ + 𝐑𝐑)−𝟏𝟏, (19) 

 
 𝐱𝐱𝑡𝑡𝑡𝑡 = 𝐱𝐱𝑡𝑡𝑡𝑡−1 +𝐊𝐊𝑡𝑡(𝒚𝒚𝑡𝑡 −𝐌𝐌𝑡𝑡𝐱𝐱𝑡𝑡𝑡𝑡−1), (20) 
 
 𝐏𝐏𝑡𝑡𝑡𝑡 = 𝐏𝐏𝑡𝑡𝑡𝑡−1 + 𝐊𝐊𝑡𝑡𝐌𝐌𝑡𝑡𝐏𝐏𝑡𝑡𝑡𝑡−1. (21) 
 
 To find estimates 𝐱𝐱�𝑡𝑡𝑛𝑛 in (14) and 𝐏𝐏�𝑡𝑡𝑛𝑛 in (15), we carry out backward calculations for 
𝑡𝑡 = 𝑛𝑛, 𝑛𝑛 − 1, … , 1 on: 
 𝐉𝐉𝑡𝑡−1 = 𝐏𝐏𝑡𝑡−1𝑡𝑡−1𝚽𝚽′(𝐏𝐏𝑡𝑡𝑡𝑡−1)−𝟏𝟏, (22) 
 
 𝐱𝐱�𝑡𝑡−1𝑛𝑛 = 𝐱𝐱𝑡𝑡−1𝑡𝑡−1 + 𝐉𝐉𝑡𝑡−1(𝒙𝒙𝑡𝑡𝑛𝑛 − 𝚽𝚽𝒙𝒙𝑡𝑡−1𝑡𝑡−1), (23) 
 
 𝐏𝐏�𝑡𝑡−1𝑛𝑛 = 𝐏𝐏𝑡𝑡−1𝑡𝑡−1 + 𝐉𝐉𝑡𝑡−1(𝐏𝐏𝑡𝑡𝑛𝑛 − 𝐏𝐏𝑡𝑡𝑡𝑡−1)𝐉𝐉𝑡𝑡−1′ . (24) 
 
 In expected log-likelihood (13), we need to calculate the expected value of the 
product of the subsequent elements of unobserved series 𝐸𝐸(𝑥𝑥𝑡𝑡 𝑥𝑥𝑡𝑡−1). This requires 
the covariance of the elements, which is calculated for 𝑡𝑡 = 𝑛𝑛, 𝑛𝑛 − 1, … , 2 using 
 
 𝐏𝐏�𝑡𝑡−1,𝑡𝑡−2

𝑛𝑛 = 𝐏𝐏𝑡𝑡−1𝑡𝑡−1 + 𝐉𝐉𝑡𝑡−2′ + 𝐉𝐉𝑡𝑡−1�𝐏𝐏𝑡𝑡,𝑡𝑡−1
𝑛𝑛 − 𝚽𝚽𝐏𝐏𝑡𝑡−1𝑡𝑡−1�𝐉𝐉𝑡𝑡−2′ , (25) 

 
where 
 
 𝐏𝐏𝑛𝑛,𝑛𝑛−1

𝑛𝑛 = (𝐈𝐈 − 𝐊𝐊𝑛𝑛𝐌𝐌𝑛𝑛)𝚽𝚽𝐏𝐏𝑡𝑡−1𝑡𝑡−1. (26) 
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 The expected values of 𝐱𝐱𝑡𝑡 are calculated using formulas (17)–(26) recursively. The 
formulas required to calculate the expected values of the missing elements of 𝐲𝐲𝑡𝑡 are 
presented in the next subsection. 

3.3. Expectations of incomplete data 

3.3.1. General notation for multivariate normal distribution 

In order to find the expectations of 𝐲𝐲𝑡𝑡 for the incomplete series, a reference must be 
made to the properties of the multivariate normal distribution. The concept is 
described in Korczyński (2018, pp. 135–137). Under the parametric assumption 
stating that the process is normal, we can describe it through mean vector 𝛍𝛍 and 
variance-covariance matrix 𝚺𝚺. The process starts from separating the complete and 
incomplete part of vector 𝐲𝐲𝑡𝑡 so that the complete part is followed by the missing 
elements. In effect, the arrangement of elements in the mean vector and variance-
covariance matrix takes the form shown in (27), where 𝛍𝛍1 and 𝚺𝚺1 represent the 
known elements for a specific missing data pattern (solid line), while 𝛍𝛍2 and 𝚺𝚺2 refer 
to the missing data elements (dashed line): 
 

 
𝛍𝛍 = �

 𝛍𝛍1 
𝛍𝛍2 �, 

             𝚺𝚺 = � 𝚺𝚺1 𝚺𝚺12 
 𝚺𝚺12 𝚺𝚺2

�. 
(27) 

 
 For example, let us consider the three-element vector yt at time 𝑡𝑡 = 4 in Figure 3. 
The observation vector is given by 𝐲𝐲𝑡𝑡 = [𝑦𝑦14 . 𝑦𝑦34]′ with the middle element 
missing. The necessary rearrangement would result in 𝐲𝐲𝑡𝑡∗ = [𝑦𝑦14 𝑦𝑦34 .]′, which is 
equivalent to 𝐲𝐲𝑡𝑡

(1) = [𝑦𝑦14 𝑦𝑦34]′ and 𝐲𝐲𝑡𝑡
(2) missing,1 with the respective changes to 

mean vector and variance-covariance matrix (27):  𝛍𝛍1 = [𝜇𝜇1 𝜇𝜇3]′,  𝛍𝛍2 = 𝜇𝜇2, 𝚺𝚺1 =

�𝜎𝜎1
2 𝜎𝜎13

𝜎𝜎13 𝜎𝜎32
�
′

,  𝚺𝚺2 = 𝜎𝜎22,  𝚺𝚺12 = 𝚺𝚺21′ = [𝜎𝜎12 𝜎𝜎23]′. The joint mean vector and 

variance-covariance matrix for that missing data pattern can be expressed as: 
 

 

𝛍𝛍 = [ μ1 μ3 μ2 ]′, 

   𝚺𝚺 = �
𝜎𝜎12 𝜎𝜎13 𝜎𝜎12
𝜎𝜎13 𝜎𝜎32 𝜎𝜎23
𝜎𝜎12 𝜎𝜎23 𝜎𝜎22

�. 
(28) 

 
1 Notation 𝐲𝐲𝑡𝑡

(1)is to represent the observed part of vector 𝐲𝐲𝑡𝑡 at time 𝑡𝑡. Similarly, 𝐲𝐲𝑡𝑡
(2)is to represent the 

missing part. Indices 1 and 2 can refer to various combinations of the three elements of 𝐲𝐲𝑡𝑡, and therefore it 
should be noted that 𝑦𝑦1𝑡𝑡 (the value of the first element of 𝐲𝐲𝑡𝑡 at time 𝑡𝑡) and 𝐲𝐲𝑡𝑡

(1) represent different 
notations. 
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Figure 3. Example of a missing data pattern 

  Data   Resulting missing data pattern 

𝑡𝑡 𝑌𝑌1𝑡𝑡 𝑌𝑌2𝑡𝑡 𝑌𝑌2𝑡𝑡  𝑠𝑠 𝑌𝑌1𝑜𝑜 𝑌𝑌2𝑜𝑜  𝑌𝑌3𝑜𝑜  

1 𝑦𝑦11 𝑦𝑦21 . ⟶ 1 o o x 
2 𝑦𝑦12 𝑦𝑦22 .  2 o x x 
3 𝑦𝑦13 . .  3 o x o 
4 𝑦𝑦14 . 𝑦𝑦34      

Source: Korczyński (2018, p. 133). 

 
 In the i-th iteration of the EM algorithm the expected value of missing part 𝐲𝐲𝑡𝑡

(2) is 
calculated as follows: 
 
 𝐸𝐸 �𝐲𝐲𝑡𝑡

(2)�𝐲𝐲𝑡𝑡
(1),𝛍𝛍�(𝑖𝑖−1),𝚺𝚺�(𝑖𝑖−1)� = 𝛂𝛂�2|1

(𝑖𝑖) + 𝛃𝛃�2|1
(𝑖𝑖) 𝐲𝐲𝑡𝑡

(1), (29) 
 
where: 
 
 𝛂𝛂�2|1

(𝑖𝑖) = 𝛍𝛍�2
(𝑖𝑖−1) − 𝚺𝚺�21

(𝑖𝑖−1)𝚺𝚺�11
−1(𝑖𝑖−1)𝛍𝛍�2

(𝑖𝑖−1), (30) 
 
 𝛃𝛃�2|1

(𝑖𝑖) = 𝚺𝚺�21
(𝑖𝑖−1)𝚺𝚺�11

−1(𝑖𝑖−1). (31) 
 
 The variance-covariance matrix of the error term in the model specified by (29) is 
given by 
 
 𝚺𝚺�2|1

(𝑖𝑖) = 𝚺𝚺�22
(𝑖𝑖−1) − 𝚺𝚺�21

(𝑖𝑖−1)𝚺𝚺�11
−1(𝑖𝑖−1)𝚺𝚺�12

(𝑖𝑖−1). (32) 
 
 In order to calculate conditional expected values 𝐸𝐸�𝑦𝑦𝑗𝑗𝑡𝑡2 �𝑤𝑤� and 𝐸𝐸�𝑦𝑦𝑗𝑗𝑡𝑡𝑦𝑦𝑘𝑘𝑡𝑡�𝑤𝑤� for 
𝑗𝑗 ≠ 𝑘𝑘, and with w representing the condition, a reference is made to the properties 
of the variance-covariance matrix (see Härdle & Simar, 2015, pp. 123–125): 
 
 𝐶𝐶𝐶𝐶𝑣𝑣(𝐱𝐱,𝐲𝐲) = 𝐸𝐸(𝐱𝐱𝐲𝐲′)− 𝐸𝐸(𝐱𝐱)[𝐸𝐸(𝐲𝐲)]′. (33) 
 
 The expectations are conditional on the current parameter estimates and the 
observed part of vector 𝒚𝒚t. 
 We can further adjust (33) to the desired notation using 𝐲𝐲𝑡𝑡

(1) and 𝐲𝐲𝑡𝑡
(2): 

 

 
𝐸𝐸 ��𝐲𝐲𝑡𝑡

(2)|𝐲𝐲𝑡𝑡
(1)��𝐲𝐲𝑡𝑡

(2)|𝐲𝐲𝑡𝑡
(1)�

′
� =𝐸𝐸 �𝐲𝐲𝑡𝑡

(2)|𝐲𝐲𝑡𝑡
(1)� �𝐸𝐸 �𝐲𝐲𝑡𝑡

(2)|𝐲𝐲𝑡𝑡
(1)��

′
+

𝐶𝐶𝐶𝐶𝑣𝑣 ��𝐲𝐲𝑡𝑡
(2)|𝐲𝐲𝑡𝑡

(1)��𝐲𝐲𝑡𝑡
(2)|𝐲𝐲𝑡𝑡

(1)��, 
(34) 
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where 𝐶𝐶𝐶𝐶𝑣𝑣 ��𝐲𝐲𝑡𝑡
(2)|𝐲𝐲𝑡𝑡

(1)� �𝐲𝐲𝑡𝑡
(2)|𝐲𝐲𝑡𝑡

(1)�� = 𝚺𝚺2|1 is the variance-covariance matrix of the 
error terms in model (29). 
 
 With regard to the earlier example presented in Figure 3, we now consider vector 
𝐲𝐲𝑡𝑡 at time 𝑡𝑡 = 3. In this case missing data vector 𝐲𝐲𝑡𝑡

(2) has two elements representing 
𝑦𝑦23 and 𝑦𝑦33. The expected values of 𝐸𝐸(𝑦𝑦2𝑡𝑡2 |𝑤𝑤), 𝐸𝐸(𝑦𝑦3𝑡𝑡2 |𝑤𝑤) and 𝐸𝐸(𝑦𝑦2𝑡𝑡𝑦𝑦3𝑡𝑡|𝑤𝑤) can be 
calculated using formula (34). The respective equation can be expressed as: 
 

 

�
𝐸𝐸(𝑦𝑦2𝑡𝑡2 |𝑤𝑤) 𝐸𝐸(𝑦𝑦2𝑡𝑡𝑦𝑦3𝑡𝑡|𝑤𝑤)

𝐸𝐸(𝑦𝑦2𝑡𝑡𝑦𝑦3𝑡𝑡|𝑤𝑤) 𝐸𝐸(𝑦𝑦3𝑡𝑡2 |𝑤𝑤) � =                                          

 

=  �
𝐸𝐸(𝑦𝑦2𝑡𝑡|𝑤𝑤)2 𝐸𝐸(𝑦𝑦2𝑡𝑡|𝑤𝑤)𝐸𝐸(𝑦𝑦3𝑡𝑡|𝑤𝑤)

𝐸𝐸(𝑦𝑦2𝑡𝑡|𝑤𝑤)𝐸𝐸(𝑦𝑦3𝑡𝑡|𝑤𝑤) 𝐸𝐸(𝑦𝑦3𝑡𝑡|𝑤𝑤)2 � + 𝚺𝚺2|1, 

(35) 

 
where 
 

 𝚺𝚺2|1 = �
𝜎𝜎𝑦𝑦2𝑡𝑡|𝑦𝑦1𝑡𝑡
2 𝜎𝜎𝑦𝑦2𝑡𝑡𝑦𝑦3𝑡𝑡|𝑦𝑦1𝑡𝑡

𝜎𝜎𝑦𝑦2𝑡𝑡𝑦𝑦3𝑡𝑡|𝑦𝑦1𝑡𝑡 𝜎𝜎𝑦𝑦3𝑡𝑡|𝑦𝑦1𝑡𝑡
2 �. (36) 

 
 From the property presented in (34) we can derive well-known equations defining 
variance and covariance through expected values: 
 
 𝐷𝐷2𝑋𝑋 = 𝐸𝐸𝑋𝑋2 − (𝐸𝐸𝑋𝑋)2, (37) 
 
and 
 
 𝐶𝐶𝐶𝐶𝑣𝑣(𝑋𝑋,𝑌𝑌) = 𝐸𝐸(𝑋𝑋𝑌𝑌)− 𝐸𝐸(𝑋𝑋)𝐸𝐸(𝑌𝑌). (38) 

3.3.2. Adjusting for missing values in an autoregressive model accounting for noise 

The calculation of the expected values of 𝐲𝐲𝑡𝑡 required for the model outlined by (2) 
and (5) involve the derivation of the mean vector and variance covariance matrix 
(27) specified for that modelling framework. 
 For the case of bivariate 𝐲𝐲𝑡𝑡 and univariate 𝐱𝐱𝑡𝑡, which is equivalent to the notation 
given by (2) and (5), the mean vector of 𝐲𝐲𝑡𝑡 is given by 
 

𝛍𝛍 = �
𝜇𝜇1
𝜇𝜇2� = �

𝐸𝐸(𝑦𝑦1𝑡𝑡)
𝐸𝐸(𝑦𝑦2𝑡𝑡)

� = �
𝐸𝐸(𝑚𝑚1𝑡𝑡𝑥𝑥𝑡𝑡 + 𝑣𝑣1𝑡𝑡)
𝐸𝐸(𝑚𝑚2𝑡𝑡𝑥𝑥𝑡𝑡 + 𝑣𝑣2𝑡𝑡)

� = �
𝐸𝐸(𝑚𝑚1𝑡𝑡𝑥𝑥𝑡𝑡)
𝐸𝐸(𝑚𝑚2𝑡𝑡𝑥𝑥𝑡𝑡)

� = �
𝑚𝑚1𝑡𝑡𝑥𝑥�𝑡𝑡𝑛𝑛
𝑚𝑚2𝑡𝑡𝑥𝑥�𝑡𝑡𝑛𝑛

�,  (39) 

 
for 𝑡𝑡 = 1, 2, … ,𝑛𝑛 and based on the fact that the expected value of the error terms in 
𝐯𝐯𝑡𝑡 equals zero (3), and where 𝑥𝑥�𝑡𝑡𝑛𝑛 (23) is the estimate of 𝑥𝑥𝑡𝑡𝑛𝑛 (14), calculated through 
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the described recursive set of equations. In order to provide the probabilistic part of 
the distribution specification, i.e. the elements of 𝚺𝚺, we should first note that the 
variance of 𝐲𝐲𝑡𝑡 is 
 

 
�𝜎𝜎1

2

𝜎𝜎22
� = �

𝐷𝐷2(𝑦𝑦1𝑡𝑡)
𝐷𝐷2(𝑦𝑦2𝑡𝑡)

� = �
𝐷𝐷2(𝑚𝑚1𝑡𝑡𝑥𝑥𝑡𝑡 + 𝑣𝑣1𝑡𝑡)
𝐷𝐷2(𝑚𝑚2𝑡𝑡𝑥𝑥𝑡𝑡 + 𝑣𝑣2𝑡𝑡)

� 

                   = �
𝑚𝑚1𝑡𝑡
2 𝐷𝐷2(𝑥𝑥𝑡𝑡) + 𝑟𝑟12)

𝑚𝑚2𝑡𝑡
2 𝐷𝐷2(𝑥𝑥𝑡𝑡) + 𝑟𝑟22)

� = �
𝑚𝑚1𝑡𝑡
2 𝑃𝑃�𝑡𝑡𝑛𝑛 + 𝑟𝑟12

𝑚𝑚2𝑡𝑡
2 𝑃𝑃�𝑡𝑡𝑛𝑛 + 𝑟𝑟22

�, 
(40) 

 
for 𝑡𝑡 = 1, 2, … ,𝑛𝑛, where 𝑟𝑟12 and 𝑟𝑟22 are the variances of error term 𝐯𝐯𝑡𝑡 in (3). The 
following equation illustrates the use of the property of variance of the sum of random 
variables (see for example Jóźwiak & Podgórski, 2006, p. 107): 
 
 𝐷𝐷2(𝑋𝑋 + 𝑌𝑌) = 𝐷𝐷2(𝑋𝑋) + 𝐷𝐷2(𝑌𝑌) + 2𝐶𝐶𝐶𝐶𝑣𝑣(𝑋𝑋,𝑌𝑌), (41) 
 
and assuming that two random variables 𝑚𝑚1𝑡𝑡𝑥𝑥𝑡𝑡 and 𝑣𝑣1𝑡𝑡 are independent, which is 
equivalent to 𝐶𝐶𝐶𝐶𝑣𝑣(𝑚𝑚1𝑡𝑡𝑥𝑥𝑡𝑡,𝑣𝑣1𝑡𝑡) = 0. Variance 𝑃𝑃�𝑡𝑡𝑛𝑛 is calculated using (24). 
 
 According to model specification (2), 𝑦𝑦1𝑡𝑡 and 𝑦𝑦2𝑡𝑡 are strongly linearly correlated. 
In fact, the two series describe the same process and the differences result from 
measurement errors. By that, even with a large discrepancy between variances 
𝐷𝐷2(𝑦𝑦1𝑡𝑡) and 𝐷𝐷2(𝑦𝑦2𝑡𝑡), the Pearson correlation coefficient between 𝑦𝑦1𝑡𝑡 and 𝑦𝑦2𝑡𝑡 is 
approximately equal to one (𝜌𝜌 ≈ 1). This leads to the following approximation of 
the covariance between 𝑦𝑦1𝑡𝑡 and 𝑦𝑦2𝑡𝑡: 
 
 𝜎𝜎12 = 𝐶𝐶𝐶𝐶𝑣𝑣(𝑦𝑦1𝑡𝑡 ,𝑦𝑦2𝑡𝑡) ≈ 𝐷𝐷(𝑦𝑦1𝑡𝑡)𝐷𝐷(𝑦𝑦2𝑡𝑡) = 𝜎𝜎1𝜎𝜎2, (42) 
 
which comes from a well-known formula for calculating the Pearson correlation 
coefficient (see for example Jóźwiak & Podgórski, 2006, p. 107): 
 

 𝜌𝜌 =
𝐶𝐶𝐶𝐶𝑣𝑣(𝑋𝑋,𝑌𝑌)
𝐷𝐷(𝑋𝑋)𝐷𝐷(𝑌𝑌)

. (43) 

 
 Formulas (40) and (42) provide the following specification of variance-covariance 
matrix 𝚺𝚺 of the joint distribution of 𝐲𝐲𝑡𝑡 elements in (27):2 
 

 𝚺𝚺 = �𝜎𝜎1
2 𝜎𝜎12

𝜎𝜎12 𝜎𝜎22
�. (44) 

 
2 At this stage 𝛍𝛍 and 𝚺𝚺 are still prior to the rearrangement for the observed and missing parts. 
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 Based on (39) and (44) we can proceed to the description of the steps needed to 
calculate the expected values of the missing elements of 𝐲𝐲𝑡𝑡 conditional on the 
observed data and the current estimates of the mean vector and the variance-
covariance matrix at a given iteration of the EM algorithm, denoted as 𝛍𝛍(1𝑖𝑖) and 𝚺𝚺(𝑖𝑖), 
where i is the iteration number. 
 We further assume that the observed time series is as shown in Figure 2, i.e. for 
some parts of the series one of the components can be missing for a number of 
periods. For the parts of the series where 𝑦𝑦1𝑡𝑡 is missing, the mean vector and variance- 
covariance matrix (27), after undergoing a rearrangement into the observed and 
incomplete part, take the form of: 
 

𝛍𝛍 = �
 𝜇𝜇2 
𝜇𝜇1 �, 

             𝚺𝚺 = � 𝜎𝜎2
2 𝜎𝜎12 

 σ12 𝜎𝜎12
�. 

(45) 

 
and the expected value of y1t is calculated using (29) 
 

 
𝐸𝐸(𝑦𝑦1𝑡𝑡|𝑤𝑤) = 𝐸𝐸�𝑦𝑦1𝑡𝑡�𝑦𝑦2𝑡𝑡 ,𝛍𝛍�(𝑖𝑖−1),𝚺𝚺�(𝑖𝑖−1)� = 𝛂𝛂�2|1

(𝑖𝑖) + 𝛃𝛃�2|1
(𝑖𝑖) 𝐲𝐲𝑡𝑡

(1) 

= �̂�𝜇1
(𝑖𝑖−1) + 𝜎𝜎12

(𝑖𝑖−1)

𝜎𝜎2
2 (𝑖𝑖−1) (𝑦𝑦2𝑡𝑡 − �̂�𝜇2

(𝑖𝑖−1)),       
(46) 

 
where w represents the conditional term in 𝐸𝐸�𝑦𝑦1𝑡𝑡�𝑦𝑦2𝑡𝑡 ,  𝛍𝛍� (𝑖𝑖−1), 𝚺𝚺�(𝑖𝑖−1)� and is applied 
here to simplify the further notation. 
 
 Expected value 𝐸𝐸(𝑦𝑦1𝑡𝑡2 |𝑤𝑤) is calculated using (36) and in the considered case the 
expression is simplified to 
 
 𝐸𝐸(𝑦𝑦1𝑡𝑡2 |𝑤𝑤) = 𝐸𝐸�𝑦𝑦1𝑡𝑡2 �𝑦𝑦2𝑡𝑡 ,𝛍𝛍�(𝑖𝑖−1),𝚺𝚺�(𝑖𝑖−1)� = 𝐸𝐸(𝑦𝑦1𝑡𝑡|𝑤𝑤)2. (47) 
 
 Similarly, for the missing y2t the mean vector and variance-covariance matrix (27) 
take the following form: 
 

𝛍𝛍 = �
 𝜇𝜇1 
𝜇𝜇2 �, 

             𝚺𝚺 = � 𝜎𝜎1
2 𝜎𝜎12 

 σ12 𝜎𝜎22
�, 

(48) 

 
and this leads to the expected value of 𝑦𝑦2𝑡𝑡: 
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𝐸𝐸(𝑦𝑦2𝑡𝑡|𝑤𝑤) = 𝐸𝐸�𝑦𝑦2𝑡𝑡�𝑦𝑦1𝑡𝑡 ,𝛍𝛍�(𝑖𝑖−1),𝚺𝚺�(𝑖𝑖−1)� = 𝛂𝛂�2|1

(𝑖𝑖) + 𝛃𝛃�2|1
(𝑖𝑖) 𝐲𝐲𝑡𝑡

(2) 

= �̂�𝜇2
(𝑖𝑖−1) + 𝜎𝜎12

(𝑖𝑖−1)

𝜎𝜎1
2 (𝑖𝑖−1) (𝑦𝑦1𝑡𝑡 − �̂�𝜇1

(𝑖𝑖−1)).       
(49) 

 
 For expected value 𝐸𝐸(𝑦𝑦2𝑡𝑡2 |𝑤𝑤) we obtain 
 
 𝐸𝐸(𝑦𝑦2𝑡𝑡2 |𝑤𝑤) = 𝐸𝐸�𝑦𝑦2𝑡𝑡2 �𝑦𝑦1𝑡𝑡 ,𝛍𝛍�(𝑖𝑖−1),𝚺𝚺�(𝑖𝑖−1)� = 𝐸𝐸(𝑦𝑦2𝑡𝑡|𝑤𝑤)2. (50) 
 
 The expectations of 𝐱𝐱𝑡𝑡  determined to smooth the time series, and 𝐲𝐲𝑡𝑡 to adjust for 
the missing data described in the preceding subsections are used to calculate the 
expected log-likelihood function (13), which can be rewritten to 
 
𝐸𝐸[ln𝐿𝐿 (𝛉𝛉|𝐱𝐱,𝐲𝐲)] = 

 −1
2

ln𝜎𝜎02 −
1
2𝜎𝜎02

�(𝑥𝑥�0𝑛𝑛)2 + 𝑃𝑃�0𝑛𝑛 − 2𝑥𝑥�0𝑛𝑛𝜇𝜇0 + 𝜇𝜇02�  

−𝑛𝑛
2

ln𝑞𝑞2 − 1
2𝑞𝑞2

∑ [(𝑥𝑥�𝑡𝑡𝑛𝑛)2 + 𝑃𝑃�𝑡𝑡𝑛𝑛 − 2𝜙𝜙𝑥𝑥�𝑡𝑡𝑛𝑛𝑥𝑥�𝑡𝑡−1𝑛𝑛 − 2𝜙𝜙𝑃𝑃�𝑡𝑡,𝑡𝑡−1
𝑛𝑛𝑛𝑛

𝑡𝑡=1  + 𝜙𝜙2(𝑥𝑥�𝑡𝑡−1𝑛𝑛 )2 +

𝜙𝜙2𝑃𝑃�𝑡𝑡−1𝑛𝑛 ] 
 −𝑛𝑛

2
ln(𝑟𝑟12𝑟𝑟22 − 𝑟𝑟122 ) − 1

2�𝑟𝑟12𝑟𝑟22−𝑟𝑟122 �
 𝑙𝑙1, 

(51) 

 
where 𝑙𝑙1 would depend on the missing data pattern. For a complete 𝐲𝐲𝑡𝑡, we note 𝑙𝑙1𝑜𝑜𝑜𝑜𝑜𝑜: 
 

 
      𝑙𝑙1𝑜𝑜𝑜𝑜𝑜𝑜 = ∑ [𝑦𝑦1𝑡𝑡2𝑛𝑛

𝑡𝑡=1 − 2𝑚𝑚1𝑡𝑡𝑦𝑦1𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡) + 𝑚𝑚1𝑡𝑡
2 𝐸𝐸(𝑥𝑥𝑡𝑡2)]𝑟𝑟22 

              −2[𝑦𝑦1𝑡𝑡𝑦𝑦2𝑡𝑡 − 𝑚𝑚2𝑡𝑡𝑦𝑦1𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡)−𝑚𝑚1𝑡𝑡𝑦𝑦2𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡)−𝑚𝑚1𝑡𝑡𝑚𝑚2𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡2)]𝑟𝑟12 
              + [𝑦𝑦2𝑡𝑡2 − 2𝑚𝑚2𝑡𝑡𝑦𝑦2𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡) + 𝑚𝑚2𝑡𝑡

2 𝐸𝐸(𝑥𝑥𝑡𝑡2)]𝑟𝑟12. 
(52) 

 
 For an incomplete 𝐲𝐲𝑡𝑡, its missing elements in 𝑙𝑙1 are replaced by their expected 
values according to (46)-(47) and (49)-(50). 

3.4. Maximisation of the log-likelihood 

The EM algorithm involves the maximisation of the log-likelihood function (51) 
with respect to the parameters of the model given by (2) and (5): 𝜇𝜇0, 𝜎𝜎02, 𝜙𝜙, 𝑞𝑞2 and 
𝐑𝐑. The closed-form solutions maximising the log-likelihood can be found for most 
of the parameters. As we do not assume the error terms in (2) to be uncorrelated, 
covariance 𝑟𝑟12 leads to the respective log-likelihood being specified as a higher-order 
polynomial. For the estimation of that parameter, the Newton-Raphson step is pro- 
posed as an iterative alternative to direct maximisation. 
 In order to find both the closed-form and the Newton-Raphson solutions, we first 
calculate the partial derivatives of the log-likelihood with respect to the model 
parameters 
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 𝐸𝐸 �𝜕𝜕 ln𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)
𝜕𝜕𝜃𝜃𝑗𝑗

�, (53) 

 
where 𝛉𝛉 = [𝜇𝜇0 𝜎𝜎02 𝜙𝜙 𝑞𝑞2 𝑟𝑟12 𝑟𝑟22 𝑟𝑟12]′. For 𝜇𝜇0, 𝜎𝜎02, 𝜙𝜙, 𝑞𝑞2, we can directly 
maximise the log-likelihood by equating the first derivative of the log-likelihood (53) 
to zero: 
 
 𝐸𝐸 �𝜕𝜕 ln𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝜃𝜃𝑗𝑗
� = 0. (54) 

 
 Therefore, from  in (51) we follow with the equations below: 
 
 𝐸𝐸 �𝜕𝜕 ln 𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝜇𝜇0
� = 0, (55) 

 
 𝐸𝐸 �𝜕𝜕 ln 𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝜎𝜎02
� = 0, (56) 

 
through which we obtain the following maximum likelihood estimates of 𝜇𝜇0, 𝜎𝜎02:  
 
 �̂�𝜇0 = 𝑥𝑥�0𝑛𝑛, (57) 
 
 𝜎𝜎�02 = 𝑃𝑃�0𝑛𝑛, (58) 
 
where 𝑥𝑥�0𝑛𝑛 and 𝑃𝑃�0𝑛𝑛 are from (23) and (24). 
 
 The two parameters defining the autoregressive process are estimated according 
to the formula resulting from  in (51): 
 
 𝐸𝐸 �𝜕𝜕 ln 𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝜙𝜙
� = 0, (59) 

 
 𝐸𝐸 �𝜕𝜕 ln 𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝑞𝑞2
� = 0. (60) 

 
 With the use of properties described in (37) and (38), the estimators take the form of: 
 

 𝜙𝜙� =
∑ 𝑥𝑥�𝑡𝑡𝑛𝑛𝑥𝑥�𝑡𝑡−1𝑛𝑛 +𝑃𝑃�𝑡𝑡,𝑡𝑡−1

𝑛𝑛𝑛𝑛
𝑡𝑡=1

∑ �𝑥𝑥�𝑡𝑡−1
𝑛𝑛 �2+𝑃𝑃�𝑡𝑡−1

𝑛𝑛𝑛𝑛
𝑡𝑡=1

, (61) 

 
 𝑞𝑞�2 = ∑ (𝑥𝑥�𝑡𝑡𝑛𝑛 − 𝜙𝜙𝑥𝑥�𝑡𝑡−1𝑛𝑛 )2 + 𝑃𝑃�𝑡𝑡𝑛𝑛 − 𝜙𝜙�2𝑃𝑃�𝑡𝑡,𝑡𝑡−1

𝑛𝑛 + 𝜙𝜙𝑃𝑃�𝑡𝑡−1𝑛𝑛 �𝑛𝑛
𝑡𝑡=1 , (62) 

 
where 𝑥𝑥�𝑡𝑡𝑛𝑛 and 𝑥𝑥�𝑡𝑡−1𝑛𝑛  are from (23), 𝑃𝑃�𝑡𝑡𝑛𝑛 and 𝑃𝑃�𝑡𝑡−1𝑛𝑛  are given by (24), and 𝑃𝑃�𝑡𝑡,𝑡𝑡−1

𝑛𝑛  is 
provided by (25). The variances of error terms 𝑟𝑟12 and 𝑟𝑟22 from  in (51) can be 
maximised directly from: 
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 𝐸𝐸 �𝜕𝜕 ln 𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)
𝜕𝜕𝑟𝑟12

� = 0, (63) 

 
 𝐸𝐸 �𝜕𝜕 ln 𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝑟𝑟22
� = 0. (64) 

 
 First, let us observe that  in (51) can be rewritten as: 

 
 −𝑛𝑛

2
ln(𝑟𝑟12𝑟𝑟22 − 𝑟𝑟122 )− 1

2�𝑟𝑟12𝑟𝑟22−𝑟𝑟122 �
 ∑ 𝑎𝑎𝑟𝑟22 − 2𝑏𝑏𝑟𝑟12 + 𝑐𝑐𝑟𝑟12𝑛𝑛

𝑡𝑡=1 , (65) 

 
where: 
𝑎𝑎 =  𝑦𝑦1𝑡𝑡2 − 2𝑚𝑚1𝑡𝑡𝑦𝑦1𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡) +𝑚𝑚1𝑡𝑡

2 𝐸𝐸(𝑥𝑥𝑡𝑡2), 
𝑏𝑏 = 𝑦𝑦1𝑡𝑡𝑦𝑦2𝑡𝑡 − 𝑚𝑚2𝑡𝑡𝑦𝑦1𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡)−𝑚𝑚1𝑡𝑡𝑦𝑦2𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡)−𝑚𝑚1𝑡𝑡𝑚𝑚2𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡2),  
𝑐𝑐 = 𝑦𝑦2𝑡𝑡2 − 2𝑚𝑚2𝑡𝑡𝑦𝑦2𝑡𝑡𝐸𝐸(𝑥𝑥𝑡𝑡) + 𝑚𝑚2𝑡𝑡

2 𝐸𝐸(𝑥𝑥𝑡𝑡2). 

 
 After taking the first derivative with respect to the parameter of interest, in this 
case 𝑟𝑟12, and multiplying the whole expression by denominator (𝑟𝑟12𝑟𝑟22 − 𝑟𝑟122 )2, we 
note that 𝑟𝑟12 would be cancelled out by the second element of the sum and the 
resulting maximum likelihood estimator would take the form of 

 

 �̂�𝑟12 = − 1
𝑛𝑛𝑟𝑟22

�𝑛𝑛𝑟𝑟122 + �∑ 𝑎𝑎𝑟𝑟22 − 2𝑏𝑏𝑟𝑟12 + 𝑐𝑐 𝑟𝑟12
2

𝑟𝑟22
𝑛𝑛
𝑡𝑡=1 �� . (66) 

 
 Similarly, we obtain the following for 𝑟𝑟22: 

 

 �̂�𝑟22 = − 1
𝑛𝑛𝑟𝑟12

�𝑛𝑛𝑟𝑟122 + �∑ 𝑐𝑐𝑟𝑟12 − 2𝑏𝑏𝑟𝑟12 + 𝑎𝑎 𝑟𝑟122

𝑟𝑟12
𝑛𝑛
𝑡𝑡=1 �� . (67) 

 
 For the estimation of 𝑟𝑟12, we introduce the Newton-Raphson step, which operates 
within the EM algorithm according to (10): 

 

 r�12𝑖𝑖+1 = r�12𝑖𝑖 − �𝐸𝐸 �𝜕𝜕
2 ln 𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝑟𝑟12
(𝑖𝑖)𝜕𝜕𝑟𝑟12

(𝑖𝑖) ��
−1
𝐸𝐸 �𝜕𝜕 ln 𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝑟𝑟12
(𝑖𝑖) �, (68) 

 
where 

 

𝐸𝐸 �𝜕𝜕 ln𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝑟𝑟12
(𝑖𝑖) � = 𝑛𝑛𝑟𝑟12

𝑟𝑟12𝑟𝑟22−𝑟𝑟122
− 𝑟𝑟12

(𝑟𝑟12𝑟𝑟22−𝑟𝑟122 )2 
∑ 𝑎𝑎𝑟𝑟22 + 𝑐𝑐𝑟𝑟12𝑛𝑛
𝑡𝑡=1 + 1

𝑟𝑟12𝑟𝑟22−𝑟𝑟122  
∑ 𝑏𝑏𝑛𝑛
𝑡𝑡=1 ,  (69) 
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and 
 

𝐸𝐸 �𝜕𝜕
2 ln𝐿𝐿(𝛉𝛉|𝒙𝒙,𝐲𝐲)

𝜕𝜕𝑟𝑟12
(𝑖𝑖)𝜕𝜕𝑟𝑟12

(𝑖𝑖) � = 𝑛𝑛(𝑟𝑟122 +𝑟𝑟12𝑟𝑟22)
(𝑟𝑟12𝑟𝑟22−𝑟𝑟122 )2 

− 3𝑟𝑟122 +𝑟𝑟12𝑟𝑟22

(𝑟𝑟12𝑟𝑟22−𝑟𝑟122 )3 
∑ 𝑎𝑎𝑟𝑟22 + 𝑐𝑐𝑟𝑟12𝑛𝑛
𝑡𝑡=1  

+ 2𝑟𝑟12(𝑟𝑟122 +3𝑟𝑟12𝑟𝑟22)
(𝑟𝑟12𝑟𝑟22−𝑟𝑟122 )3 

∑ 𝑏𝑏𝑛𝑛
𝑡𝑡=1 .      

(70) 

 
 The Newton-Raphson step in the EM procedure actually operates as a sub-
algorithm, finding the maximum likelihood estimate of 𝑟𝑟12 iteratively, at each run of 
the EM. It is worth noting that we can apply the use of the Newton-Raphson 
algorithm to more than one parameter within the EM, which extends the usage of 
this estimation procedure. 
 To summarise, the EM algorithm with the Newton-Raphson step operates according 
to the following scheme (compare with Shumway & Stoffer, 1982, p. 258): 
• set the initial values of parameters 𝜇𝜇0, 𝜎𝜎02, 𝜙𝜙, 𝑞𝑞2, 𝑟𝑟12, 𝑟𝑟22 and 𝑟𝑟12; 
• for the current values of the estimates, calculate the expected values of 𝐱𝐱𝑡𝑡 using 𝑥𝑥�𝑡𝑡𝑛𝑛 

and 𝑥𝑥�𝑡𝑡−1𝑛𝑛 from (23), 𝑃𝑃�𝑡𝑡𝑛𝑛 and 𝑃𝑃�𝑡𝑡−1𝑛𝑛  from (24), and 𝑃𝑃�𝑡𝑡,𝑡𝑡−1
𝑛𝑛  from (25) and 𝐲𝐲𝑡𝑡 using 

(46)–(37) and (49)–(50) for the two missing data patterns, respectively; 
• estimate the parameters of the substantive model using formulas �̂�𝜇0, 𝜎𝜎�02, 𝜙𝜙�, 𝑞𝑞�2, 
�̂�𝑟12, �̂�𝑟22 and �̂�𝑟12 (57), (58), (61), (62), (66), (67) and (68), noting that (68) for 𝑟𝑟12 is 
the iterative approach. If the estimates of the parameters are not stabilised, move 
to step 2, whereas if the convergence has been reached, stop the process. The 
estimates from the last iteration of the EM algorithm are the maximum likelihood 
estimates of the model described by (2) and (5). 

4. Assessment and application of the EM algorithm with the Newton-
Raphson step 

4.1. Assessment of the algorithm 

The EM algorithm with the Newton-Raphson step (EMNR) as described in the 
previous section has been applied to the data generated from a distribution imitating 
the process of autoregression affected by noise, with two observed series measuring 
the same, unobserved underlying process. The algorithm has been applied using 
a programme code written in SAS® IML, available upon request. 
 The sample of 𝑛𝑛 = 200 values was drawn from a population described by two 
equations – (2) and (5). The parameters of the model from which the sample was 
drawn are shown in Table 1. The values of the parameters have been selected so as to 
demonstrate an exemplary autoregressive process with a relatively strong autocorrela- 
tion between adjacent elements of time series. The goal was to compare the estimates 
with the actual values. 



A. KORCZYŃSKI    Predicting in multivariate incomplete time series. Application of the expectation... 37 

 

 

Table 1. Parameters of the model used to generate the sample 

𝜇𝜇0 𝜎𝜎02 𝜙𝜙 𝑞𝑞2 𝑟𝑟12 𝑟𝑟22 𝑟𝑟12 

47,000 8,319,328.444 0.98 4,000 4,000 4,000 2,000 

Source: author’s work. 

 
 At first, the initial value of process 𝑥𝑥0 was drawn from 𝑁𝑁(𝜇𝜇0,𝜎𝜎0). Subsequently, 
the autoregressive parameter was set equal to 𝜙𝜙 =0.98. Further, an assumption was 
made that the observed series 𝒚𝒚𝒕𝒕 for 𝑡𝑡 =  1, 2, … ,𝑛𝑛 can differ by the error terms, and 
the transition factor from the unobserved to observed series is one, which is 
equivalent to 𝐌𝐌𝑡𝑡 = [1 1]′. Having specified 𝜙𝜙, the values of 𝑥𝑥𝑡𝑡 were drawn from 
the autoregressive process with the 𝑤𝑤𝑡𝑡 disturbance term. Following that and having 

specified 𝐌𝐌𝑡𝑡, observed series 𝐲𝐲𝑡𝑡 were drawn from 𝐑𝐑 = �4000 2000
2000 4000�. The draw of 

the series was followed by the removal of observations from 𝑦𝑦1𝑡𝑡 for 𝑡𝑡 between 51 and 
84 and 𝑡𝑡 >191, and for 𝑦𝑦2𝑡𝑡 for 𝑡𝑡 between 140 and 167. This was to imitate the 
situation of losing one source of the signal for a specific time period. Overall, this 
resulted in 𝑟𝑟 = 133 complete observations (i.e. 66.5% of data were complete). 
 Figure 4 shows the series of the generated 𝑥𝑥𝑡𝑡 values (circles). The breaks in the 
series represent the time periods with a limited signal, which in this case involved 
observing only one element – 𝐲𝐲𝑡𝑡 for some time. 
 
Figure 4. The generated series (circles) and the estimated curve (pluses) 

 
Source: author’s work. 
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Figure 5. Iterations history for the EMNR algorithm 

 
Source: author’s work. 
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 The EMNR was applied with the number of iterations equal to 10,000. In order 
to speed up the processing, parameter 𝑟𝑟12 was set to 0 for the initial 20 iterations, 
which allowed stabilising at first 𝑟𝑟12, 𝑟𝑟22. From the 21st iteration onwards, 𝑟𝑟12 was 
approximated at each iteration. 
 The high number of iterations allows observing the behaviour of the algorithm for 
a longer period. In fact, a far smaller number of iterations was required to reach 
convergence (see Figure 5). The estimates of 𝑥𝑥𝑡𝑡  for 𝑡𝑡 = 1, 2, … ,𝑛𝑛 after smoothing and 
adjusting for incomplete data are indicated with pluses in Figure 4. By comparing the 
pluses with the curve showing the actual process, we can see that it was resumed 
regardless of the missing data which occurred for some periods in both series. 
 Furthermore, the descriptive statistics for the Absolute Percentage Error (APE) 
were calculated following an estimation using the EMNR and the standard EM 
algorithm, in which 𝑟𝑟12 = 0. The Mean Absolute Percentage Error (MAPE) was 
calculated according to the following formula: 
 
 𝑀𝑀𝑀𝑀𝑃𝑃𝐸𝐸 = 1

𝑛𝑛
∑ �𝑥𝑥𝑡𝑡−𝑥𝑥�𝑡𝑡

𝑥𝑥𝑡𝑡
�𝑛𝑛

𝑡𝑡=1  , (71) 

 
with the result values multiplied by a 100. 
 
 The results are presented in Table 2. We can see that the MAPE expressing the 
relative deviation from the actual values ex post is smaller for the EMNR than for the 
standard EM algorithm (0.84 vs 0.92) and display a lower standard deviation of APE 
(1.172 vs 1.283). The prediction error is on average less than 0.9% of the actual 
values of the underlying process. The forecasts from both algorithms were compared 
using the Diebold-Mariano (DM) test (1995) with a forecast horizon of three 
periods, through a one-sided test with the null hypothesis of no difference and an 
alternative that the EMNR forecast is more accurate than the EM forecast. The DM 
yielded the test statistic of DM = −3.06 with the 𝑝𝑝−value = 0.001 and, thus, the null 
hypothesis was rejected at 𝛼𝛼 = 0.05. The predictions from the EMNR algorithm are 
significantly more accurate statistically than the ones from the standard EM 
algorithm. The result is determined by the possibility to relax the assumption for 
𝑟𝑟12 = 0, which is not required in the EMNR algorithm. The estimates of the 
standard EM algorithm are presented in the last row of Table 3. 
 The iteration process of the EMNR is shown in Table 3 and Figure 5, which 
demonstrate that the algorithm required approximately 1,000 iterations to reach 
convergence for all the estimated parameters, i.e. 𝜇𝜇0, 𝜎𝜎02, 𝜙𝜙, 𝑞𝑞2, 𝑟𝑟12, 𝑟𝑟22 and 𝑟𝑟12. What 
is more, after reaching convergence the estimates remained stable, which is reflected 
in the curves representing the estimates at subsequent iterations (Figure 5) and in 
their comparison with the estimates from the last iterations (Table 3). Autoregressive 
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parameter estimate 𝜙𝜙 is equal to the parameter value. Estimates 𝜇𝜇0, 𝑞𝑞2, 𝑟𝑟22 and 𝑟𝑟12 
are close to the true underlying values. A smaller value than expected is obtained for 
𝑟𝑟12. A similar situation is with initial variance 𝜎𝜎02, for which it would be the highest 
deviation from the actual value, however this last parameter is of less importance for 
the process description. The missing data would be mostly affecting the estimate of 
the variance of the first error term in (2). 
 The Newton-Raphson sub-algorithm was set to work in a loop of 50 iterations. 
The actual convergence was immediate, occurring after only several repetitions of 
the cycle. An example of sub-iteration for the 10th iteration of the EM algorithm is 
presented in Figure 6. 
 
Table 2. Descriptive statistics of the APE for the smoothing estimator, and results of the DM 

test for forecast comparison 

Method 𝑛𝑛 Mean Std. Dev. Minimum Maximum 

EMNR algorithm  ..............  200 0.84 1.172 0.0004 6.09 
EM algorithm  ....................  200 0.92 1.283 0.0012 6.48 

Note. A one-sided DM test with an alternative hypothesis stating that EMNR forecasts are more accurate 
than EM forecasts and a forecast horizon of three periods yielded a test statistic of DM = −3.06 with 
a 𝑝𝑝-value = 0.001. 

Source: author’s calculations. DM test generated using the ‘multDM’ R package.  

 
Table 3. Iteration process for the EMNR algorithm 

Iteration 𝜇𝜇0 𝜎𝜎02 𝜙𝜙 𝑞𝑞2 𝑟𝑟12 𝑟𝑟22 𝑟𝑟12 

1  .....................  21,321.20 7,072.78 0.9847 6,863,171.56 1,809,904.50 1,813,848.31 0 
2  .....................  21,346.27 7,066.46 0.9887 4,633,299.45 958,295.53 961,020.78 0 
3  .....................  21,384.15 7,056.85 0.9896 4,079,657.86 536,900.08 539,165.70 0 
4  .....................  21,428.38 7,045.62 0.9898 3,929,662.89 319,062.70 320,625.27 0 
5  .....................  21,475.19 7,033.73 0.9899 3,871,281.88 197,721.15 198,743.50 0 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
21  ...................  22,271.12 6,831.60 0.9901 3,586,632.42 2,051.60 2,069.82 862.78 
22  ...................  22,321.24 6,818.88 0.9901 3,572,790.50 2,074.15 2,097.57 902.68 
23  ...................  22,371.36 6,806.15 0.9901 3,559,551.61 2,106.44 2,133.39 932.70 
24  ...................  22,421.48 6,793.42 0.9901 3,546,362.07 2,132.28 2,163.73 959.99 
25  ...................  22,471.60 6,780.69 0.9901 3,533,192.22 2,155.03 2,191.44 984.09 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
9,991  .............  49,630.05 0.74 0.9804 5,006.55 2,496.28 3,217.49 1,657.64 
9,992  .............  49,630.05 0.74 0.9804 5,006.55 2,496.28 3,217.48 1,657.64 
9,993  .............  49,630.05 0.74 0.9804 5,006.55 2,496.28 3,217.48 1,657.64 
9,994  .............  49,630.05 0.74 0.9804 5,006.55 2,496.28 3,217.48 1,657.64 
9,995  .............  49,630.05 0.74 0.9804 5,006.55 2,496.28 3,217.48 1,657.64 
9,996  .............  49,630.05 0.74 0.9804 5,006.55 2,496.28 3,217.48 1,657.64 
9,997  .............  49,630.06 0.74 0.9804 5,006.55 2,496.28 3,217.48 1,657.64 
9,998  .............  49,630.06 0.74 0.9804 5,006.55 2,496.28 3,217.48 1,657.64 
9,999  .............  49,630.06 0.74 0.9804 5,006.55 2,496.29 3,217.48 1,657.64 
10,000  ...........  49,630.06 0.74 0.9804 5,006.55 2,496.29 3,217.48 1,657.64 
        
10,000*  .........  49640.3 0.81 0.9804 6,481.13 1,688.3 2,225.3 0 

*The last row includes the estimates from the standard EM algorithm for comparison with the EMNR. 

Source: author’s calculations. 
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Figure 6. Sub-iterations history for the Newton-Raphson step within the EM algorithm 
– 25th iteration of the EMNR algorithm 

 

Source: author’s calculations. 

4.2. Forecasting demand based on incomplete bivariate time series data 

The model given by (2) and (5) has been utilised to analyse the demand for 
newspapers and to create a forecast for the three months following the last 
observations to illustrate the application of the EMNR algorithm. The data have 
been drawn from a website providing the service of monitoring the sales and 
circulation of the press titles in Poland (Teleskop, n.d.). The analysed dataset 
consists of two series of the monthly sales and distribution of the printed Polish daily 
newspaper ‘Rzeczpospolita’ between January 2016 and May 2018 (Table 4). The 
sample size equals 𝑛𝑛 = 29. Note that for practical applications a larger sample would 
be expected as the underlying estimation method is the maximum likelihood. 
 The goal of the example is to demonstrate the application of the EMNR algorithm 
in the context of a business problem using empirical data. The problem selected for 
analysis is experienced by newspaper companies and its aim is to predict the correct 
number of printouts required by particular selling points. 
 In order to illustrate the functioning of the algorithm, the values in the brackets in 
Table 4 were considered missing, which, as in sampled data description, is to mimic 
the break in the reception of one of the signals used to assess the demand in this case. 
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 The programme written in SAS® IML and available upon request has been applied 
to estimate the parameters of the model describing the evolution of the demand for 
the analysed newspaper. The number of iterations was set to 10,000. Unlike in the 
case of sampled data, the convergence is slower. The algorithm reached a stable level 
for the studied parameters close to the end of the predefined iteration number, 
which might have resulted from the fact that the available sample was very small. 
The estimates for the early and final iterations of the algorithm are shown in Table 5. 
The convergence of the Newton-Raphson sub-algorithm was immediate. 
 Figure 7 presents observed series 𝐲𝐲𝑡𝑡 along with the estimated smoothed series 
reflecting underlying process 𝑥𝑥𝑡𝑡. We can see that the model fit leads to a nearly 
linear evolution around the shifts captured by the error terms deviations. 
 Equations (17)–(21) have been used to calculate the forecast for the demand for 
the ‘Rzeczpospolita’ newspaper for the three months following the last observation 
(see Shumway & Stoffer, 1982, p. 262). 
 Predictions with the standard errors are shown in Table 6. Their values indicate 
a downward trend observed for the series in the analysis. 
 
Figure 7. Observed series yt (circles) and the estimates for xt (pluses) 

 

Source: author’s calculations. 
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Table 4. Sales and distribution of the ‘Rzeczpospolita’ newspaper between January 2016 
and May 2018 

Time Sales Distribution 

1  ....................  47,389 49,117 
2  ....................  44,026 44,115 
3  ....................  44,263 44,398 
4  ....................  43,812 43,910 
5  ....................  43,044 43,203 
6  ....................  43,168 43,379 
7  ....................  42,961 43,059 
8  ....................  41,601 (41,694) 
9  ....................  41,698 (41,813) 
10  ..................  40,965 (41,071) 
11  ..................  40,675 (40,780) 
12  ..................  40,647 40,739 
13  ..................  40,927 41,000 
14  ..................  37,753 37,842 
15  ..................  37,390 37,417 
16  ..................  38,047 38,139 
17  ..................  37,612 37,695 
18  ..................  37,487 37,514 
19  ..................  37,606 37,652 
20  ..................  37,064 37,092 
21  ..................  37,025 37,093 
22  ..................  36,540 36,648 
23  ..................  36,782 36,897 
24  ..................  36,859 36,918 
25  ..................  (34,080) 34,117 
26  ..................  (34,191) 34,225 
27  ..................  (35,058) 35,084 
28  ..................  (34,297) 34,364 
29  ..................  (34,156) 34,247 

Source: author’s calculations based on data from Teleskop (n.d.). 
 
Table 5. Iteration history for the EM algorithm – newspaper dataset 

Iteration 𝜇𝜇0 𝜎𝜎02 𝜙𝜙 𝑞𝑞2 𝑟𝑟12 𝑟𝑟22 𝑟𝑟12 

1 .....................  21,321.2 7,072.78 0.9978 27,289,942.3 2,221,952.9 2,498,100.3 0 
2 .....................  21,327.8 7,071.02 0.9996 26,186,180.8 1,401,354.4 1,553,840.5 0 
3 .....................  21,334.8 7,069.17 0.9996 26,164,134.9 904,320.5 1,008,221.3 0 
4 .....................  21,341.9 7,067.29 0.9995 26,203,873.2 602,394.4 673,174.3 0 
5 .....................  21,349.1 7,065.41 0.9995 26,224,958.2 413,633.3 463,387.0 0 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
21  ..................  21,464.3 7,035.09 0.9995 25,979,283.8 72,433.6 89,516.6 26,224.1 
22  ..................  21,471.5 7,033.19 0.9996 25,851,652.3 72,421.1 95,489.9 30,575.4 
23  ..................  21,478.7 7,031.28 0.9996 25,725,415.0 72,710.1 102,398.1 33,939.5 
24  ..................  21,486.0 7,029.37 0.9996 25,599,466.9 72,555.9 108,888.4 37,129.5 
25  ..................  21,493.2 7,027.44 0.9997 25,471,929.7 72,184.8 115,224.2 40,116.4 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
9,991  ............  46,052.6 111.00 0.9893 767,016.6 61,832.4 311,668.8 138,820.5 
9,992  ............  46,052.7 110.98 0.9893 767,014.7 61,832.4 311,668.8 138,820.5 
9,993  ............  46,052.7 110.97 0.9893 767,012.9 61,832.4 311,668.8 138,820.5 
9,994  ............  46,052.8 110.95 0.9893 767,011.0 61,832.4 311,668.8 138,820.5 
9,995  ............  46,052.9 110.93 0.9893 767,009.1 61,832.4 311,668.8 138,820.5 
9,996  ............  46,052.9 110.92 0.9893 767,007.2 61,832.4 311,668.8 138,820.5 
9,997  ............  46,053.0 110.90 0.9893 767,005.3 61,832.4 311,668.8 138,820.5 
9,998  ............  46,053.1 110.89 0.9893 767,003.4 61,832.4 311,668.8 138,820.5 
9,999  ............  46,053.1 110.87 0.9893 767,001.5 61,832.4 311,668.8 138,820.5 
10,000  ..........  46,053.2 110.86 0.9893 766,999.6 61,832.4 311,668.8 138,820.5 

Source: author’s calculations. 
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Table 6. Prediction of the demand for the ‘Rzeczpospolita’ newspaper for June–August 2018 

Time 𝑥𝑥�𝑡𝑡+1 �𝑃𝑃�𝑡𝑡+1 

𝑡𝑡 +  1  ..........  33,881 875 
𝑡𝑡 +  2  ..........  33,520 1,232 
𝑡𝑡 +  3  ..........  33,162 1,501 

Source: author’s calculations. 

5. Conclusions 

Statistical practice is faced with the issue of handling various imperfections resulting 
from data’s nature. Different types of measurement errors need to be modelled and 
irregularities in the observed data such as missing observations must be taken into 
account. The Kalman filter is one of the tools that allows modelling noisy time series 
data. The article focused on exploring the application of the model and the 
underlying estimation process to situations when empirical data series contain 
measurement errors and are incomplete. The incompleteness involves situations 
when one of the sources of the signal is broken for some time, leaving less precise 
information to estimate the parameters and make predictions. The technique 
presented in the text was built on the concept described by Shumway & Stoffer 
(1982), extending the algorithm from the paper to a hybrid version, including the 
Newton-Raphson sub-algorithm. 
 The extended version of the algorithm has been verified using sampled data from 
a model imitating the studied process. The verification showed that the EMNR 
converged with a relatively small number of iterations and produced stable 
maximum likelihood estimates. The estimation accounted for incompleteness of the 
observed data vector, restoring the missing information so that the estimates of the 
substantive model parameters converged towards the parameters of the data-
generating model. The extended EMNR algorithm provided statistically significantly 
more accurate predictions as compared to the standard EM algorithm. An appli- 
cation to empirical data has also been included jointly with a calculation of the 
demand for newspapers  predicted in subsequent periods closely after the last obser- 
vation. 
 The suggested extension of the algorithm could supplement the solution for 
obtaining maximum likelihood estimates with a better assessment of uncertainty 
resulting from missing data through multiple imputations within the Bayesian 
paradigm. The basic scheme for complete data estimation of an autoregressive 
process can be found in Geweke (2005, Section 7.1). The approach would require 
a further assessment of the probabilistic characteristics of the estimates, which would 
lead to a proper assessment of the confidence intervals. 
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The influence of the demographic structure  
on the economic growth of Ukraine 

Nazarii Kukhara 
 
Abstract. The national economy is closely related to the demographic structure of the society. 
Therefore, in the face of demographic changes, it is necessary to assess the influence of these 
changes on economic growth. This article presents an estimation of the impact that the future 
changes in the demographic structure will have on the economic growth of Ukraine, repre-
sented by the rate of changes in GDP per capita. The decomposition of GDP per capita and 
making the components of this decomposition dependent on the demographic structure 
allowed an empirical analysis, which used a variety of econometric and statistical techniques 
and was based on a population forecast prepared by the Ptoukha Institute for Demography 
and Social Studies of the National Academy of Sciences of Ukraine. As a result, it was determined 
that the impact of the changes in the demographic structure on Ukraine’s long-term economic 
growth will be highly diverse over the studied period (until 2060). However, considering the 
entire period of the analysis, the negative effects of the changes in the demographic structure 
on the economy will be counterbalanced by the positive effects of these changes. 

Keywords: GDP per capita, demographic determinants of growth, demographic structure, 
Ukraine 

JEL: C53, E17, J11 

1. Introduction 

The population, its prosperity and social development is the defining feature of  
a society and constitutes the basis of a state’s power. Therefore, the demographic 
situation has always remained the object of attention of a wide range of stakeholders, 
including the scientific community. Scientific disciplines are interested in a variety of 
issues relating to demographics, particularly its impact on different economic and 
social aspects. 
 Economists argue that economic conditions affect only the flows of demographic 
processes (e.g. fertility, life expectancy), which remains insignificant in relation to 
the demographic structure in the short term. On the other hand, the impact of  
the demographic conditions on economic processes is immediate and significant 
(Wasilewska & Pietrych, 2018). There are many channels through which demo-
graphic changes affect the economy, but the following are most often distinguished: 
investments, the labour market and productivity. 
 In the macroeconomic perspective, demographic issues are studied in the context 
of economic growth. Demographic conditions have a direct impact on real GDP as 
they determine the size of the labour force (Jong-Won et al., 2014), which, in turn, is 
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the central factor of production. Thus, the increase in the labour force resulting from 
the growth of the working age population, directly contributes to the increase in 
production (Florczak & Przybyliński, 2016). Conversely, a declining population 
entails a slower output growth, unless it is compensated by an increase in labour 
productivity. When the productivity level is constant, GDP drops proportionally to 
the number of workers (Coleman & Rowthorn, 2011). 
 However, the research results presented in the literature show that the influence 
of demographic conditions on economic growth is ambiguous. Depending on the 
economic and social characteristics, and on the development level of individual 
countries, demographic changes may either accelerate or slow down economic 
growth, although their impact may as well be neutral (Mączyńska, 2010). 
 Despite the expected severe economic consequences, demographic change usually 
remains outside the scope of many macroeconomic policy discussions and debates. 
For example, most economic growth models assume that population grows at  
a steady pace, and many business cycle models set the size of the population at  
a fixed level when analysing aggregate demand (Jong-Won et al., 2014). 
 Demographic changes are one of the most significant long-term challenges that 
will have a profound impact on the economy of European countries. The working 
age population is declining rapidly and this process is expected to continue in the 
future. The per capita income of most Central and Eastern European countries is still 
below that of Western European countries, putting the former at risk of ‘aging 
before becoming rich’ (Batog et al., 2019). 
 Ukraine is more vulnerable to the negative effects of aging and population decline 
than many other regions in Europe. A constant downward trend has been observed 
in this respect ever since Ukraine regained independence. Along with the decline of 
the whole population of the country, the working age population is also decreasing. 
Moreover, taking into account the increasing pace of aging, not only an absolute, but 
also a relative decrease in the number of working population in the overall structure 
of the Ukrainian population is noted (Kudlak, 2019).  
 Ukraine is still going through economic, political, and social transformations 
caused by the collapse of the Soviet Union. In this situation, an aging society poses 
additional challenges (e.g. maintaining and improving living standards and 
productivity), which are particularly dangerous, as Ukraine (and other countries in 
a similar situation) already struggles with underdeveloped institutions, structural 
weaknesses, a vulnerable economy, and political instability. In addition, compared to 
higher-income countries, Ukraine has access to fewer financial resources essential to 
mitigating the negative effects of an aging society (Kupets, 2014). The situation on 
the Ukrainian labour market is also difficult – the ratio between labour demand and 
supply fell in all groups of occupations, particularly among those that do not require 
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special training or highly-qualified workers. The most pressing problem is the 
imbalance between the qualifications and work experience required by employers 
and the skills and professional experience of those seeking jobs (Stoychik, 2018). 
Along with this, regional labour market indicators tend to deteriorate. There are 
regions which are characterised by a critically high number of registered 
unemployed per one vacancy (Zoidze, 2013). Moreover, almost one-third of the total 
employed population and more than 25% of those who are actively seeking work are 
concentrated in five regions (out of 25) (Cymbal & Iarosh, 2020). 
 The aging of the population in Ukraine is mainly the effect of a decline in fertility 
and the continuing emigration of the working age population, not due to an 
enormous increase in life expectancy as observed in developed countries. Consider-
ing the number of emigrants from Ukraine, Poland has traditionally taken the 
leading position in the recent years (Kudlak, 2019). Thus, the results of research on 
the impact of the changes in demographic conditions on economic processes in 
Ukraine could also be interesting for Poland.  
 There are numerous publications in the literature describing the influence of 
demographic factors on the economic development of various countries. However, it 
should be noted that in relation to Ukraine, these publications are in most cases 
limited to the analysis of the general demographic trends and problems, and include 
only theoretical considerations of the effect demographic conditions have on the 
economy (Aksonova, 2012; Geyets, 2011; Romanukha, 2016), while only a few 
studies provide an empirical assessment of this impact. 
 A study published by the World Bank entitled ‘Golden Aging’ describes the 
current demographic situation in Europe and Central Asia (including Ukraine). The 
expected demographic conditions which are based on a population forecast prepared 
by the United Nations (UN) are also presented. Considering this forecast, the 
authors indicate the increasing aging process of the population in the afore- 
mentioned regions and, by using the dynamic overlapping generations (OLG) 
model, determine how this process affects individual countries (Bussolo et al., 2015). 
The findings are presented below: 
• according to the report, due to the aging of the societies of Eastern European 

countries, a workforce reduction amounting to a total of nearly 30 million people 
should be expected by 2050; 

• the aging of the society will not necessarily reduce the per capita income. The 
authors indicate that even if an increasing dependency ratio is observed, GDP per 
capita may also increase; 

• the average age of the workforce in these regions will increase, and yet the average 
labour productivity will not necessarily decrease; 

• as the life expectancy in these regions increases, so will the savings rate. 
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 In a publication entitled ‘Demographic Headwinds in Central and Eastern Europe’ 
of the International Monetary Fund (IMF), as well as in a study prepared by the 
World Bank, the authors look at the demographic pressure in the countries of 
Central, Eastern and North-Eeastern Europe (including Ukraine) and make an 
attempt to determine the macroeconomic implications of these demographic trends. 
According to the authors, demographic changes will trigger the following effects 
(Batog et al., 2019): 
• most countries will experience a significant decline in the workforce by 2050, 

especially in Ukraine, where this decline will exceed 30% (compared to 2015); 
• the aging of the population is likely to entail an increase in expenditure on health 

care and pensions, in most cases by more than 5% of GDP, and with regard to 
Ukraine, this increase will reach approximately 10% of GDP (compared to 2015); 

• the increase in the average age of the labour force will be related to a decrease in 
total labour productivity and total factor productivity. In Ukraine the average 
annual decline in total factor productivity will reach up to 0.6% in the period of 
2020–2050; 

• the demographic changes will result in an average slowdown of the economic 
growth by 0.6 percentage points per year in 2020–2050. Ukraine will experience 
the impact of these changes slightly stronger, as they are likely to cause an annual 
average decline in GDP per capita of about 0.8%. 

 Kupets (2014) reviews the general demographic trends in Ukraine and analyses 
the impact of demographic changes on the labour market, particularly on the supply 
of the labour force and labour productivity. Based on the forecast of the population 
prepared by the UN, the author argues that, even considering a very optimistic 
scenario of demographic development, the Ukrainian economy is bound to face  
a significant reduction in labour force by 2060. However, Kupets also claims that the 
introduction of substantial improvements in the area of labour and technology 
productivity is likely to mitigate the negative effects of the demographic changes in 
the Ukrainian economy. The author argues that if the rate of the increase in labour 
productivity remains at the level of 0.5% per year, the annual rate of change in GDP 
per capita will be unaffected by the changes in demographic conditions. 
 Rovný et al. (2021) used Pearson’s correlation to examine the strength of 
relationships between selected economic and demographic indicators. The results of 
this analysis demonstrate that the per capita income is quite strongly correlated with 
the labour force aged 35–54. On the other hand, a strong positive correlation was 
found between unemployment and the population aged 0–14 and the elder 
workforce aged 55–65. Moreover, a very strong negative correlation was also 
observed between unemployment and the young working population aged 15–34. 
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 In her work, Maksymenko (2009) identifies the mutual channels of influence 
between fertility and the economy. The author used a vector autoregressive model to 
determine the short- and long-term responses of fertility to the unemployment rate, 
the households’ level of available financial resources, and economic growth. 
Maksymenko’s research shows that changes in the unemployment rate and the 
amount of the households’ available means explain more than one-third of the 
variability in fertility. 
 The current studies, in particular those conducted by the World Bank and the 
IMF provide a solid analysis of the influence that demographic changes have on 
economic growth; however, the studies fail to take into account all the main 
channels of this impact (such as investment or human capital). In result, there is  
a considerable research gap in terms of the empirical assessment of the impact of 
demographic conditions on the economy of Ukraine. 
 Thus, the aim of this work is to present an empirical analysis of the impact of 
changes in the demographic structure on Ukraine’s long-term economic growth in 
the years 2017–2060 by means of selected econometric techniques (including general 
equilibrium models, shift-share methods, as well as statistical and econometric 
methods) suggested by Florczak (2017). The empirical results presented in this 
article provide information about the scale of the potential long-term changes in the 
dynamics of GDP per capita caused by changes in the demographic structure of the 
Ukrainian population. The empirical research is based on the medium variant of 
Ukraine’s demographic development forecast until 2060, prepared by the Ptoukha 
Institute for Demography and Social Studies of the National Academy of Sciences of 
Ukraine (2014), referred to as IDBSNAN. In the process of constructing the 
population forecast, such components as fertility, life expectancy and net migration 
were taken into account. 

2. Influence of the demographic structure of Ukraine’s society  
on economic growth 

The starting point for the empirical analysis is the decomposition of the influence of the 
demographic structure on GDP per capita (Landmann, 2004; see also Florczak, 2008a): 
 

 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 ≡ 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 ∙ 𝐴𝐴𝐴𝐴𝐺𝐺𝑡𝑡 ∙ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡 ∙ 𝑅𝑅𝐴𝐴𝐴𝐴𝐺𝐺𝑡𝑡, (1) 
where 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡  = GDP/N – GDP per capita, where N is the population; 
𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡  = GDP / working hours – productivity per hour; 
𝐴𝐴𝐴𝐴𝐺𝐺𝑡𝑡  = working hours / number of employed persons – number of working hours 

per one employee; 
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𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑡𝑡  = number of employed persons / number of working age persons – effective 
employment ratio; 

𝑅𝑅𝐴𝐴𝐴𝐴𝐺𝐺𝑡𝑡 = number of working age persons / total population – population age 
structure. 

 
 By transforming equation (1) from the form reflecting the levels of all com-
ponents of a given equation to the form showing changes in the growth rate of all 
components of equation (1), we receive the following formula: 
 

 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡̇ ≡ 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺̇ 𝑡𝑡 + 𝐴𝐴𝐴𝐴𝐺𝐺̇ 𝑡𝑡 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅̇ 𝑡𝑡 + 𝑅𝑅𝐴𝐴𝐴𝐴𝐺𝐺̇ 𝑡𝑡, (2) 
 
where the dot above the component symbol indicates the growth rate  
(𝑎𝑎�̇�𝑡 =  𝑎𝑎𝑡𝑡−𝑎𝑎𝑡𝑡−1

𝑎𝑎𝑡𝑡−1
). 

 
 Equation (2) shows that economic growth, approximated by the GDP per capita 
growth rate, is defined by both economic and demographic conditions. Moreover, 
the strength of the impact of the growth rate changes of all explanatory variables in 
equation (2) on the dependent variable is the same and amounts to one to one. 
 Due to the fact that the aim of the paper is to estimate the influence of only the 
demographic factors on long-term economic growth, and because variable 𝐴𝐴𝐴𝐴𝐺𝐺𝑡𝑡 is 
not directly dependent on demographic conditions, the value of 𝐴𝐴𝐴𝐴𝐺𝐺𝑡𝑡 was fixed at 
the level noted in 2017 (Florczak et al., 2018). The subsequent parts of the article 
present the development of all the components of equation (2). 

2.1. Development of the age structure and the share of employed persons  
in the working age population in the years 2017–2060 

Figure 1 presents the values of the age structure during the analysed period, while 
Figure 2 demonstrates the annual growth rate for this variable. Due to the fall in the 
value of the age structure coefficients, a decrease in the level of GDP per capita 
should also be expected in the analysed years. The age structure coefficient will 
decrease by a seventh, from a level slightly exceeding 0.68 to somewhat below 0.59 
within 2017–2060, which corresponds to the average annual decrease in GDP per 
capita in this period by nearly 0.36 percentage points. 
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Figure 1. Age structure coefficient (RWAP)  

Source: author’s calculations based on State Statistics Service of Ukraine (SSSU) data (number of working 
age persons, total population) and IDBSNAN forecasts (number of working age persons, total population). 

Figure 2. Annual growth rates of the RWAP 

Source: author’s calculations based on SSSU data (number of working age persons, total population) and 
IDBSNAN forecasts (number of working age persons, total population). 

 As Figures 1 and 2 suggest, the development of RWAP is unevenly distributed 
over time. Until the beginning of the 2030s, a declining negative impact of this factor 
is observed, whereas in the years 2030–2035 this influence will be even positive with 
an average annual increase of nearly 0.12%. However, starting from the mid-2030s 
until the early 2050s, the increasingly unfavourable impact of this component on 
economic growth should be taken into account. In the last decade of the analysed 
period, this negative effect should lessen and changes in the age structure coefficient 
will contribute to an increase in the level of GDP per capita at the end of the studied 
period. 
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The next component of equation (2) – the effective employment ratio coefficient 
– is assumed to be constant for individual age groups: 15–19, 20–29, 30–39, 40–49,
50–59, and 60+, i.e. fixed at the level registered in 2017 (see Figure 3). This division
is also related to the explanations of the impact of the age structure of employees on
the level of total factor productivity presented in the subsequent parts of this article.

Figure 3. Coefficients of effective employment in Ukraine in 2017 and in the subsequent years 
of the analysis (by age groups) 

Source: author’s calculations based on SSSU data (total population, number of working age persons) and 
the International Labour Organization (ILO) data (number of employed persons) (ILO, n.d.). 

 Although the effective employment coefficients are constant for individual age 
groups, it will not be so in the case of the aggregate indicator due to the changes in 
the demographic structure of the population as seen in Figure 4. Figures 5 and 6 
present the development of the effective employment rate in the analysed period. 
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Figure 4. Share of employees by age groups in the total number of employees resulting from 
the changes in the demographic structure of the population of Ukraine  

Source: author’s calculations based on SSSU data (number of working age persons, total population) and 
the IDBSNAN forecast (number of working age persons, total population) and assumptions made regarding 
the effective employment coefficients in individual age groups. 

 The analysis proves that changes in the effective employment rate caused by 
changes in the demographic structure of the population will have a diverse impact 
on the rate of change in GDP per capita at different times. Until the first half of the 
2020s, this influence will be negative, while in the second half of the 2020s it will be 
negligible – the average annual rate of change will remain below 0.03%. From the 
early 2030s until 2047, a negative impact of changes in the effective employment 
ratio will be observed, whereas starting from 2048, only a positive impact will be 
recorded, contributing to an increase in GDP per capita of more than 0.5% in the 
years 2052–2053. However, at the end of the analysed period, this positive influence 
is expected to decrease. When comparing the results of the effective employment 
ratio and the age structure coefficient, it should be noted that throughout the 
majority of the analysed period, the direction of the impact of these variables on 
GDP per capita growth remains the same and unfavourable in most cases, whereas 
in the periods witnessing a different direction of the impact, the strength of the 
overall effect will also be negative. 
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Figure 5. Effective employment rates in Ukraine  

Source: author’s calculations based on SSSU data (number of working age persons, total population) and 
the IDBSNAN forecast (number of working age persons, total population) and assumptions made regarding 
the effective employment coefficients in individual age groups. 

Figure 6. Annual changes in the growth rate of effective employment rates caused by  
the demographic structure of the population of Ukraine  

Source: author’s calculations based on SSSU data (number of working age persons, total population) and 
the IDBSNAN forecast (number of working age persons, total population) and assumptions made regarding 
the effective employment coefficients in individual age groups. 

2.2 Demographic structure and labour productivity in the years 2017–2060 

Labour productivity is central to long-term economic growth and largely dependent 
on the demographic structure. This component is described using the labour 
productivity model obtained through the transformation of the Cobb-Douglas 
production function with constant returns to scale (Feyrer, 2007): 
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𝑌𝑌𝑡𝑡 = 𝐾𝐾𝑡𝑡𝑎𝑎 ∙ (𝑇𝑇𝑅𝑅𝐺𝐺𝑡𝑡 ∙ 𝑁𝑁𝑡𝑡 ∙ ℎ𝑡𝑡)1−𝑎𝑎, (3) 

where 
𝑌𝑌𝑡𝑡 – GDP in period 𝑡𝑡;
𝐾𝐾𝑡𝑡 – fixed assets in period 𝑡𝑡;
𝑇𝑇𝑅𝑅𝐺𝐺𝑡𝑡 – total factor productivity in period 𝑡𝑡; 
𝑁𝑁𝑡𝑡 – number of employees in period 𝑡𝑡;
ℎ𝑡𝑡 – human capital per employee in period 𝑡𝑡;
𝑎𝑎 – productivity of fixed assets (many researchers assume that the value of this

component equals 0.3) (Florczak et al., 2018). 

 Equation (3), after undergoing a two-sided division by the number of employees, 
takes the following form of the labour productivity function: 

𝑦𝑦𝑡𝑡 = 𝑘𝑘𝑡𝑡𝑎𝑎 ∙ (𝑇𝑇𝑅𝑅𝐺𝐺𝑡𝑡 ∙ ℎ𝑡𝑡)1−𝑎𝑎, (4) 

where 
𝑦𝑦𝑡𝑡 – labour productivity in period 𝑡𝑡; 
𝑘𝑘𝑡𝑡 – fixed assets per employee in period 𝑡𝑡 – technical equipment of work. 

 The technical equipment of work in function (4) can be converted into capital 
intensity, which will allow the identification of all the channels of the influence of the 
demographic conditions on labour productivity. Thus, the productivity function will 
take the following form: 

𝑦𝑦𝑡𝑡 = �𝐾𝐾𝑌𝑌�𝑡𝑡

𝑎𝑎
1−𝑎𝑎 ∙ 𝑇𝑇𝑅𝑅𝐺𝐺𝑡𝑡 ∙ ℎ𝑡𝑡, (5) 

where 
𝐾𝐾
𝑌𝑌

– capital intensity in period 𝑡𝑡.

 Thus, the labour productivity function encompasses three factors: human capital, 
total factor productivity, and technical equipment of work or capital intensity. The 
impact of human capital and total factor productivity on labour productivity, and 
thus on economic growth, is the same and equals one to one. Therefore, a change of 
either of these two factors by 1% will also change the level of GDP per capita by 1%. 
On the other hand, a change in the technical equipment of work by one percentage 
point will contribute to a change in GDP per capita by a percentage point. In the case 
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of capital intensity, however, a change in this component by 1% will result in 
a change in GDP per capita by 𝑎𝑎/(1− 𝑎𝑎) percentage points. 

2.2.1. Human capital and labour productivity 

Human capital is understood as all psychophysical features of an individual, such as 
their abilities and skills, education, knowledge, work experience, health condition, 
cultural level, etc., which have an impact on the productivity of work and which are 
inseparably connected with the human being as the holder of these values (Florczak, 
2008b). However, when determining the level of human capital, especially in the 
macro scale, it is not possible to include all the above-mentioned features. For this 
reason, in most cases empirical research takes into account only a few of them, 
usually the level of education, work experience, and health conditions (Wößmann, 
2003). 
 There are several methods of quantifying the level of human capital, the most 
common of which is based on the extended Mincer equation. This particular method 
quantifies human capital taking into account its main components, i.e. the level of 
education, work experience, and health conditions. It takes the form of the following 
equation (Florczak, 2017): 

𝐺𝐺𝐺𝐺𝑡𝑡 = [(1.433329 ∙ 𝑅𝑅𝐸𝐸𝑡𝑡 ∙ 𝑅𝑅𝑅𝑅𝐿𝐿𝐸𝐸𝑡𝑡 + 𝑅𝑅𝑅𝑅𝑡𝑡 ∙ 𝑅𝑅𝑅𝑅𝐿𝐿𝑅𝑅𝑡𝑡) ∙ 𝐺𝐺𝐺𝐺𝑅𝑅𝑡𝑡 ∙ 𝑅𝑅𝑅𝑅𝑡𝑡]/𝑇𝑇𝑅𝑅𝑡𝑡, (6) 

where 
𝐺𝐺𝐺𝐺𝑡𝑡  – human capital in period 𝑡𝑡;
𝑅𝑅𝐸𝐸𝑡𝑡 – number of employed men in period 𝑡𝑡;
𝑅𝑅𝑅𝑅𝑡𝑡  – number of employed women in period 𝑡𝑡;
𝑅𝑅𝑅𝑅𝐿𝐿𝐸𝐸𝑡𝑡  – male life expectancy at birth in period 𝑡𝑡; 
𝑅𝑅𝑅𝑅𝐿𝐿𝑅𝑅𝑡𝑡  – female life expectancy at birth in period 𝑡𝑡;
𝑇𝑇𝑅𝑅𝑡𝑡  – total number of employees in period 𝑡𝑡;
𝐺𝐺𝐺𝐺𝑅𝑅𝑡𝑡  – human capital per employee, taking into account education in period 𝑡𝑡:

𝐺𝐺𝐺𝐺𝑅𝑅𝑡𝑡 =  1.055274∙𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡+𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡+𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡
𝑇𝑇𝐸𝐸𝑡𝑡

, (7) 

where 
𝑅𝑅𝐺𝐺𝑅𝑅𝑡𝑡  – number of the employed with higher education in period 𝑡𝑡; 
𝑅𝑅𝐸𝐸𝑅𝑅𝑡𝑡  – number of the employed with secondary education in period 𝑡𝑡; 
𝑅𝑅𝐿𝐿𝑅𝑅𝑡𝑡  – number of the employed with basic education in period 𝑡𝑡; 
𝑅𝑅𝑅𝑅𝑡𝑡  – work experience sub-index in period 𝑡𝑡: 
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𝑅𝑅𝑅𝑅𝑡𝑡 = ∑ �𝑁𝑁𝑖𝑖𝑡𝑡
𝑇𝑇𝐸𝐸𝑡𝑡

∙ exp (0.0228∙𝐸𝐸𝑖𝑖−0.000565∙𝐸𝐸𝑖𝑖2

exp (0.0228∙𝐸𝐸15−0.000565∙𝐸𝐸152
�69

𝑖𝑖=15 , (8) 

where 
𝑁𝑁𝑖𝑖𝑡𝑡 – number of the employed at the age of 𝑖𝑖 and in time period t, 
𝑅𝑅𝑖𝑖  – work experience of the employee in the age of 𝑖𝑖 (calculated as follows: employee 

experience = employee age – number of years of education – 5). 

 The individual weights used in equations (6), (7) and (8) should be estimated 
using a representative microeconomic sample based on survey data. Since only a few 
studies meet this requirement, the relevant estimates were drawn from the results of 
a study conducted by Vakhitova & Coupe (2013), which is the most recent one in 
this area. 
 Thus, to determine the level of human capital in the analysed period, it is 
necessary to have information on the following: life expectancy at birth by gender 
(see Figure 7), the employees’ education structure (this structure was fixed at the 
level observed in 2017), the number of years of work experience of a working person 
(assumed to be fixed at the level registered in 2017 for a particular age of the 
employees), the share of the employed men and women in the total number of 
employed persons (fixed at the level observed in 2017), the share of employed 
persons by individual age groups in the total number of employed persons (for the 
results of the analysis on the effective employment rate, see Figure 4).1 
 Since the stability of the structure of education was assumed in the analysed 
period, the 𝐺𝐺𝐺𝐺𝑅𝑅 sub-index (formula (7)) remains unchanged, and fluctuations of the 
level of human capital are caused by changes in the health condition of the society 
(the expected life expectancy of the newly-born) and changes in the sub-index of 
work experience. The development of the 𝑅𝑅𝑅𝑅 sub-index, normalised according to 
the 2017 level, is presented in Figure 8, while the levels of human capital, also 
normalised according to the 2017 level are presented in Figure 9. Figures 10 and 11 
show the pace of changes of these indicators and Figure 11 presents the impact of the 
changes in human capital on economic growth.  

1 Setting some values at a constant level is necessary to meet the ceteris paribus principle with regard to the 
impact of demographic changes on economic growth. 
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Figure 7. Life expectancy of men and women in Ukraine  

Source: author’s work based on IDBSNAN forecasts (life expectancy at birth). 

Figure 8. Levels of the work experience sub-index  

Source: author’s calculations based on the SSSU data (number of the employed persons, education, number 
of working age persons), ILO data (number of employed persons, education) (ILO, n.d.) and the IDBSNAN 
forecast (number of working age persons). 

 Figures 8 and 9 demonstrate that by 2060 long-term demographic changes in 
Ukraine will contribute to an increase in the level of human capital by almost one-
eighth compared to 2017, which corresponds to its average annual growth of nearly 
0.17%. On the other hand, the work experience sub-index will slightly change due to 
the occurring demographic changes. 
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Figure 9. Levels of human capital  

Source: author’s calculations based on the SSSU data (number of the employed persons, education, number 
of working age persons, life expectancy at birth), ILO data (number of employed persons, education) (ILO, 
n.d.) and the IDBSNAN forecast (number of working age persons, life expectancy at birth). 

Figure 10. Changes in the growth rate of the work experience sub-index  

Source: author’s calculations based on the SSSU data (number of employed persons, education, number of 
working age persons), ILO data (number of employed persons, education) (ILO, n.d.) and the IDBSNAN 
forecast (number of working age persons). 
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Figure 11. Changes in the growth rate of human capital  

Source: author’s calculations based on the SSSU data (number of the employed persons, education, number 
of working age persons, life expectancy at birth), ILO data (number of employed persons, education) (ILO, 
n.d.) and the IDBSNAN forecast (number of working age persons, life expectancy at birth). 

 As Figures 10 and 11 suggest, changes in the values of human capital are to 
a greater extent caused by changes in the health condition of the Ukrainian society, 
while the impact of changes in the level of the work experience sub-index is 
negligible. Moreover, the impact of changes in human capital (resulting from 
changes in the demographic conditions in Ukraine) on the growth rate of GDP per 
capita in the analysed period is positive, although the impact is not evenly 
distributed over time. Until the mid-2030s, the growth of human capital will slow 
down, but from the second half of the 2030s it will gradually accelerate until the end 
of the 2040s, when another slowdown is expected to occur and remain until the end 
of the studied period. 

2.2.2. Technical equipment of work and labour productivity 

The technical equipment of work component also has an impact on work 
productivity. The decrease in the total number of people employed, which is a con-
sequence of the fall in the number of Ukraine’s population in the analysed period 
(Kupets, 2014), will result in an autonomous increase in the technical equipment of 
work factor. In order to assess the impact of demographic changes on the amount of 
capital per working person in the analysed period, the value of fixed assets was 
assumed to be of the level noted in 2017. Figure 12 presents the results of this 
experiment. 
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Figure 12. Levels of the technical equipment of work component resulting from changes  
in the demographic structure of the population of Ukraine (in millions of Ukrainian 
hryvnias (UAH), at 2017 prices) 

Source: author’s calculations based on the SSSU data (fixed assets, number of working age persons), ILO 
data (number of employed persons) (ILO, n.d.) and the IDBSNAN forecast (number of working age persons). 

 Figure 12 shows that the technical equipment of work will regularly increase (due 
to the decreasing number of employees and the fixed value of capital). In 
consequence, the impact of these changes on GDP per capita will be positive. 
However, this effect may be significantly offset by a decrease in the propensity to 
invest, resulting from e.g. a reduced tendency of the elderly to accumulate savings 
(Bloom et al., 2010; Liu et al., 2013). Thus, these circumstances should be taken into 
account when examining the influence that changes in the demographic structure 
have on the value of tangible assets. For this purpose, the results of the IMF’s 
research on the impact of demographic changes on various macroeconomic 
categories were used (Jong-Won et al., 2014). The results from the IMF study 
confirm the statistically significant and negative impact of the old dependency ratio 
on the investment rate. A change in the old dependency ratio by 1% causes, ceteris 
paribus, a change in the investment rate by 0.332% in the opposite direction. Figures 
13 and 14 present the evolution of the demographic dependency ratio and economic 
dependency ratio of the elderly in Ukraine in 2017–2060. 
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Figure 13. Values of the economic dependency ratio in Ukraine  

Source: author’s calculations based on SSSU data (number of working age persons, total population) and 
the IDBSNAN forecast (number of working age persons, total population) and assumptions made regarding 
the effective employment coefficients in individual age groups. 

Figure 14. Values of the demographic dependency ratio in Ukraine  

Source: author’s calculations based on SSSU data (number of working age persons, total population) and 
the IDBSNAN forecast (number of working age persons, total population). 

 Figures 13 and 14 show that the demographic dependency ratio and the economic 
dependency ratio for people aged 65+ will almost double in the analysed period. 
Thus, it will cause unfavourable changes in the propensity to invest and the rate of 
investment. In order to link the decrease in the investment rate with the amount of 
tangible assets, the capital accumulation equation was used (Bussolo et al., 2015): 

𝑅𝑅𝐴𝐴𝑡𝑡 = (1− 𝛿𝛿) ∙ 𝑅𝑅𝐴𝐴𝑡𝑡−1 + 𝐼𝐼𝑡𝑡, (9)
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where 
𝑅𝑅𝐴𝐴𝑡𝑡  – amount of tangible property in period 𝑡𝑡; 
𝛿𝛿  – tangible assets depreciation rate; 
𝐼𝐼𝑡𝑡  – investment outlays in period 𝑡𝑡. 

 Using the 2017 value of tangible assets as a reference point and adopting the 
depreciation rate at the level of  𝛿𝛿 = 5% (Filipowicz & Tokarski, 2016), the 
determination of the value of investments guaranteeing the maintenance of the value 
of tangible assets at a constant level becomes possible. Thus, if the amount of 
restitution investments is known, then it is possible to determine their share in the 
GDP, which will allow linking this category with the results of the research of the 
IMF. It enables the assessment of the impact of the decline in the propensity to 
invest, resulting from the changes in the demographic structure, on the level of the 
tangible capital and, at the same time, on the level of the technical equipment of 
work. Figure 15 shows the development of the amount of the tangible capital per 
employee caused by the decline in the propensity to invest, while Figure 16 presents 
the impact of changes of this category on the growth rate of labour productivity. 

Figure 15. Amount of technical equipment of work caused by a decline in the propensity  
to invest, resulting from changes in the demographic structure of the Ukrainian 
population (in millions of UAH, at 2017 prices) 

Source: author’s calculations based on the SSSU data (fixed assets, number of working age persons, total 
population), ILO data (number of employed persons) (ILO, n.d.) and the IDBSNAN forecast (number of 
working age persons, total population). 
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Figure 16. Annual changes in the growth rate of labour productivity resulting from changes  
in the level of technical equipment of work caused by a decrease in the propensity 
to invest, which is determined by the demographic structure of the population  
of Ukraine  

Source: author’s calculations based on the SSSU data (fixed assets, number of working age persons, total 
population), ILO data (number of employed persons) (ILO, n.d.) and the IDBSNAN forecast (number of 
working age persons, total population). 

 Figures 15 and 16 demonstrate that the decline in the propensity to invest, 
resulting from the change in the demographic structure of the Ukrainian population 
will contribute to a decrease in the level of technical equipment of work. However, 
this will not have any significantly adverse effects on the labour productivity growth 
(the correction presented in Figure 16 is relatively minor). The total effects of the 
impact of the changes in tangible capital per worker on labour productivity, and thus 
on economic growth, are presented in Figure 17. 
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Figure 17. Annual changes in the growth rate of labour productivity (and GDP per capita), 
resulting from changes in the technical equipment of work, caused by demographic 
changes in the structure of the population of Ukraine  

Source: author’s calculations based on the SSSU data (fixed assets, number of working age persons, total 
population), ILO data (number of employed persons) (ILO, n.d.) and the IDBSNAN forecast (number of 
working age persons, total population). 

 As Figure 17 suggests, the negative impact on labour productivity resulting from 
the decline in the propensity to invest was completely offset by the positive impact 
from the reduction in the number of employees. However, the total impact of 
changes in the technical equipment of work is unevenly distributed in the analysed 
period. Until the beginning of the 2030s, a slowing increase in labour productivity, 
and thus GDP per capita, should be expected, while throughout the 2030s and 2040s 
an upward trend in the rate of change in labour productivity will occur, with an 
average annual growth equalling nearly 0.27%. The late 2040s will see another 
slowdown in the growth, eventually reaching about 0.07% at the end of the analysed 
period. 

2.2.3. Total factor productivity and labour productivity 

Total factor productivity is said to be an important factor in long-term economic 
growth. It is believed that the increase in the total factor productivity contributes to 
the greatest extent to the improvement of the standard of living of the society. When 
determining the total factor productivity, it is important to quantify the impact of 
various conditions, including demographic ones, on the total factor productivity 
(Florczak, 2011). The starting point is to determine the level of the total factor 
productivity, which can be done by transforming equation (5) and taking the logs of 
both sides (Feyrer, 2008): 
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ln𝑇𝑇𝑅𝑅𝐺𝐺𝑡𝑡 = ln 𝑦𝑦𝑡𝑡 −
𝑎𝑎

1−𝑎𝑎
∙ ln �𝐾𝐾

𝑌𝑌
�
𝑡𝑡
− lnℎ𝑡𝑡. (10) 

 After determining the value of the total factor productivity by using the 
relationship described in (10), the total factor productivity should be made 
a function of the age structure of the employees according to the formula below, 
whose parameter estimates were taken from the work by Feyrer (2008) (for further 
details, see also Florczak (2017):2 

𝑇𝑇𝑅𝑅𝐺𝐺𝑡𝑡 = exp[(−4.005) ∙ (𝐴𝐴1519𝑡𝑡 − 𝐴𝐴1519𝑡𝑡−5) + (−2.939) ∙ (𝐴𝐴2029𝑡𝑡 −𝐴𝐴2029𝑡𝑡−5) +
  +(−2.152) ∙ (𝐴𝐴3039𝑡𝑡 − 𝐴𝐴3039𝑡𝑡−5) + (−2.038) ∙ (𝐴𝐴5059𝑡𝑡−𝐴𝐴5059𝑡𝑡−5) +
 +(−2.044) ∙ (𝐴𝐴60𝑈𝑈𝐺𝐺𝑡𝑡 −𝐴𝐴60𝑈𝑈𝐺𝐺𝑡𝑡−5)] ∙ 𝑇𝑇𝑅𝑅𝐺𝐺𝑡𝑡−5, 

(11) 

where 
W1519, W2029, W3039, W5059, W60UP – shares of employees in individual age 
groups in total employment in period 𝑡𝑡.3 

 Thus, knowing the value of the total factor productivity for 2017 (determined by 
using formula (10)) and when the development of the share of employees in 
individual age groups in total employment for 2017–2060 is calculated (see the 
previous parts of the article), it is possible to estimate the levels of total factor 
productivity in the analysed period. This will allow the assessment of the impact of 
changes in the demographic structure on the total factor productivity. Figure 18 
shows the levels of total factor productivity normalised with respect to the values 
relating to 2017, while Figure 19 shows how fast the changes of this component will 
occur and its impact on the economic growth. 

2 The results regarding the impact of the age on productivity (parameters used in equation (11)) are based 
on the analysis of selected OECD economies. 

3 The fifth-order lags in equation (11) result from the fact that in the source study (see Feyrer, 2007), on the 
basis of which the equation was developed, changes in explanatory variables relate to 5-year periods. 
Thus, the structural parameters standing next to them measure the strength of the influence over a 5-year 
period. 
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Figure 18. Levels of total factor productivity caused by changes in the demographic structure 
of the Ukrainian population  

Source: author’s calculations based on the SSSU data (number of the employed persons, number of working 
age persons), ILO data (number of employed persons) (ILO, n.d.) and the IDBSNAN forecast (number of 
working age persons). 

Figure 19. Annual changes in the growth rate of total factor productivity, caused by changes  
in the demographic structure of the population of Ukraine 

Source: author’s calculations based on the SSSU data (number of the employed persons, number of working 
age persons), ILO data (number of employed persons) (ILO, n.d.) and the IDBSNAN forecast (number of 
working age persons). 

 As Figures 18 and 19 show, the impact of the demographic changes on the total 
factor productivity will not be evenly distributed within the analysed period. Up to 
the beginning of the 2030s, a favourable, but declining impact of changes in the 
demographic structure on total factor productivity, and thus on labour productivity, 
will be noted, whereas the 15 years that follow will be characterised by a significant, 
negative (average annual decrease by 1.59%) impact of the demo-graphic conditions 
on economic growth. The mid-2040s will mark the beginning of a positive increase 
in the pace of changes in total factor productivity, caused by changes in the 
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demographic structure of the society, although the average annual rate (increase by 
1.33%) will be slightly lower compared to the decline from the previous period. It 
should also be noted that the total factor productivity levels, determined by the 
demographic structure of the society, will mostly be higher in the analysed period 
than the level registered in 2017, with the exception of the 2040s, when the levels of 
the total factor productivity will be lower than those of 2017. 

3. Cumulative effects and conclusion

Having assessed the impact of the changes in the individual components of 
relationship (1) on the GDP growth rate per capita (where labour productivity has 
been divided into three components: human capital, technical equipment of work 
and total factor productivity), their combined effects can be analysed. Figure 20 
shows the total effects of the impact of the changes in demographic conditions on 
Ukraine’s economic growth by the year 2060 (being a combination of Figures 2, 6, 
11, 17, and 19). On the other hand, the Table presents the average annual rates of 
change of all formula (1) components for selected periods within the years 2017–
2060. 
 The results show that only human capital exerts a positive influence on the GDP 
per capita growth in the entire analysed period, but this impact, compared to the 
other factors, is insignificant. Moreover, the technical equipment of work factor, 
although minor, also has a positive impact almost throughout the entire horizon of 
the analysis (except for the first year). On the other hand, the age structure 
coefficient will exert a negative and significant impact on GDP per capita growth 
throughout nearly the entire analysed period (except for the first half of the 2030s). 
The influence of other factors on GDP per capita varies over time. The change in 
demographic conditions will generally have a negative impact on the effective 
employment rate in the years 2017–2047 (with the exception of the second half of 
the 2020s, when this impact will be almost neutral), and starting from the second 
half of the 2040s a positive impact of demographic changes on this category, thus on 
the economic growth, should be expected. Total factor productivity has the greatest 
impact on the GDP per capita growth rate in the analysed period. The impact of this 
factor is so substantial that the GDP per capita changes are consistent with this 
component’s shape of changes. 
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Figure 20. Annual total effects of the impact of changes in the demographic structure  
of the Ukrainian population on GDP per capita 

Source: author’s calculations based on the SSSU data (fixed assets, number of working age persons, total 
population, life expectancy at birth, education), ILO (number of the employed persons, education) data 
(ILO, n.d.) and the IDBSNAN forecast (number of working age persons, total population, life expectancy at 
birth). 

Table. Decomposition of the impact of demographic conditions on Ukraine’s GDP per capita 
(average annual rates of changes, in percentages) 

Years 

Category 

Total factor 
productivity 

(TFP) 

Human 
capital (HC) 

Technical 
equipment 
of work (k) 

Effective 
employment 
ratio (RELF) 

Population 
age structure 

(RWAP) 

GDP per 
capita 

(GDPPC) 

2017–2020  ..........................  0.5963 0.6054 –0.2266 –0.0278 –0.7343 0.2237 
2020–2025  ..........................  1.6159 0.2284 0.3087 –0.2447 –0.4388 1.4698 
2025–2030  ..........................  1.4065 0.0950 0.1637 0.0276 –0.1673 1.5262 
2030–2035  ..........................  –0.4221 0.0297 0.2026 –0.3387 0.1301 –0.3960 
2035–2040  ..........................  –2.2157 0.0603 0.2324 –0.1153 –0.1933 –2.2311 
2040–2045  ..........................  –1.8368 0.1549 0.3202 –0.1223 –0.4827 –1.9656 
2045–2050  ..........................  0.2990 0.2119 0.3564 0.1143 –0.8006 0.1836 
2050–2055  ..........................  1.9051 0.1894 0.2324 0.5013 –0.7028 2.1257 
2055–2060  ..........................  1.0562 0.0956 0.1185 0.2494 –0.0026 1.5185 

Source: author’s calculations based on the SSSU data (fixed assets, number of working age persons, total 
population, life expectancy at birth, education) (SSSU, n.d.), ILO data (number of employed persons, 
education) (ILO, n.d.) and the IDBSNAN forecast (number of working age persons, total population, life 
expectancy at birth). 

 The overall impact of the changes in the demographic conditions of the society on 
the long-term economic growth of Ukraine will be significant, but also significantly 
diversified over time. Until the beginning of the 2030s, a positive impact of 
demographic changes on the GDP per capita growth will be noted, with an average 
annual increase of nearly 1.1% and a peak observed in the middle of the second 
decade of the 21st century. The next 15 years will be characterised by a strong 
negative impact of the demographic conditions on economic growth, with an 
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average annual decline of almost 1.7% and a local extreme occurring at the turn of 
the 2030s and 2040s. However, in the remaining years of the analysed period, 
significant positive effects of the changes in the demographic structure of the society 
on the economic growth of Ukraine should reoccur, with an average annual increase 
of almost 1.6% and the greatest intensity observed at the end of the first half of the 
2050s. Thus, the negative influence of the demographic changes on the economic 
growth of Ukraine over the analysed period should be neutralised by the positive 
impact that these changes are likely to entail. 
 Comparing these results with the analysis of the impact of demographic changes 
on Poland’s economic growth (Florczak, 2017), numerous similarities can be 
observed. As in the case of Ukraine, Poland’s economic growth is most strongly 
influenced by the total productivity of the factors of production. As in the case of 
Ukraine, Poland’s economic growth is most strongly influenced by the total factor 
productivity. There is also a similarity in the pace of changes in the GDP per capita, 
caused by the changes of the demographic structure. In the light of these similarities, 
it seems that the Polish economy cannot count on a permanent and substantial 
labour emigration of Ukrainians in the long run, since Ukraine itself is bound to 
experience similar demographic problems of a nearly equal intensity and almost 
identical synchronisation as Poland. 
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