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Sample size in clinical trials 
– challenges and approaches 

Andrzej Tomski,a Barbara Gorzawskab 
 
Abstract. Sample size estimation is a necessary and crucial step in clinical trial research. 
Statistical requirements, limited patient availability and high financial risk of a clinical trial 
necessitate the proper calculation of this measure. The aim of this paper is to discuss the 
reasons why the estimation of the sample size is important and, based on the obtained results, 
to show how this process may be completed in selected cases. Stochastic simulations based on 
the Monte Carlo methods approach are applied. Therefore, new challenges facing this area 
of research are mentioned. 
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1. Introduction 

Estimating the sample size is an important issue, relating in the recent years 
particularly to statistics for clinical trials. Clinical trials are prospective biomedical 
research studies on humans designed to answer crucial questions about biomedical 
interventions, including new treatments (National Institutes of Health, n.d.). While 
scientists in some disciplines have easy access to all of the data representing their 
research topic, it is not the case in the field of clinical trials. In biology, scientists 
need to obtain a sufficient portion of research material, while in medicine, they have 
to select patients who are suitable for therapy and only then begin the research on 
the treatment. Clinical trials are even more problematic, as they are expensive, with 
a high level of formal requirements and involve a complex patient recruitment 
process. Sample size estimation is a problematic procedure, as it is costly, time-
consuming, the number of subjects fit for the process tends to be limited, while the 
statistical requirements are very specific. On the other hand, estimating the sample 
size is mandatory in these studies before any patients are even recruited. 
 At the same time, with the increasing number of instances requiring the 
estimation of a sample size before a given study is initiated, no data relating to it is 
available. Therefore, a problem arises, for example, when a researcher wants to apply 
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for a grant and needs to provide the precise costs and details of a study, in particular 
the number of samples needed. Another issue is the fact that researchers tend not to 
consider such concepts as the test power, errors or the effect size. Researchers pay 
great attention mainly to the concept of the 𝑝𝑝-value, while ignoring other statistical 
indicators (Amrhein et al., 2019). Consequently, the results of many studies are 
concluded mainly on the basis of low 𝑝𝑝-value results considered as significant. On 
the other hand, the non-random components (Szreder, 2022) of the total survey 
error do not have to decrease as the sample size increases. Non-random errors such 
as coverage errors or measurement errors generate a bias which does not depend on 
the sample size (Chin, 2012). 
 Relying only on the 𝑝𝑝-value has been widely criticised in the recent years (Platek 
and Särndal, 2001) and researchers have trouble distinguishing between statistical 
significance and practical significance. It should be noted that statistical significance 
does not mean significance in general. For example, the term ‘clinical relevance’ 
refers to the practical significance of a treatment effect. Researchers focusing solely 
on statistical significance or the lack of it may report results that are not significant 
in practice. This can occur especially when a large sample size is considered. A large 
sample size is crucial when determining statistical significance and in such a case 
confusion relates to its interpretation. However, an article published by the American 
Statistical Association (ASA) presents a formal statement explaining several commonly 
agreed upon principles underlying the correct use and interpretation of 𝑝𝑝-values 
(Wasserstein & Lazar, 2016). 
 In this paper, we will briefly describe the requirements and standards of clinical 
trials to show the importance of sample size estimation. Researchers of other 
disciplines interested in this issue may also consider adopting a similar approach in 
their field of study. 

2. Clinical trial guidelines 

Medicine and pharmacy are disciplines most interested in sample size estimation, 
although the group of people involved in those fields also greatly benefit from 
sample size estimation as it saves them time, money and effort. This is definitely 
important, especially when gathering data requires significantly more work from the 
researcher than just downloading them from the internet. 
 Recent years have shown that clinical trials are a very dynamically developing 
field of study, thus the demand for its corresponding statistical methods is constantly 
growing. In the initial phase of a study, a clinical study protocol1 and a statistical 

 
1 A protocol is a document that describes how a clinical trial will be conducted and ensures both the safety 

of the subjects and the integrity of the collected data. 
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analysis plan2 for the research are developed. Both require the sample size of the 
patients recruited for the study. The principles for conducting such surveys do not 
clearly indicate how the sample size should be estimated. However, there are some 
requirements in terms of the statistical and medical demand. Guidelines for 
statisticians are provided by the European Medicines Agency (EMA, n.d.) and the 
U.S. Food and Drug Administration (n.d.). Statistical analysis, therefore, does not 
start with the receipt of data and the selection of specific tests. In practice, the 
researcher first formulates the objectives of the study and determines the acceptable 
level of significance 𝛼𝛼. According to the EMA guidelines, it is set at the level of 5%. 
The Sponsor3 expects a test to be constructed so that its power is as high as possible 
for the fixed α level. This is where the interest of the Sponsor (who wants the most 
powerful test) and the patients (who just want effective treatment) may clash. As 
a result, the statistician recommends to both the Sponsor and the Investigator4 that 
the minimum sample size for the test power exceeds the acceptable level to at least 
80% in accordance with the EMA guidelines (EMA, n.d). Thus, we assume that 
 

 𝛼𝛼 =  5% 𝑎𝑎𝑎𝑎𝑎𝑎 1 − 𝛽𝛽 ≥  80%, (1) 
 
where 𝛽𝛽 is a type II error rate. 
 
 The next step involves gathering a sufficiently large sample size by the Sponsor 
and Investigator by inviting the required number of subjects to participate in the 
study until its completion. After that, the main statistical analysis can start. In 
practice, interim analyses5 (Hayes and Patterson, 1921) are performed in such cases, 
i.e. research is conducted after only a part of the recommended sample is collected. 
Performing interim analyses ensures the safety of the study so that the risk of 
complications, in particular serious adverse events6 is minimised. Additionally, if the 
study shows that the administered treatment is ineffective, it may be discontinued, 
thus saving any further effort. While the study can be stopped at any moment due to 
patient safety concerns or unsatisfactory results indicated by the interim analyses, 
their status cannot be in any way considered as confirmatory. Therefore, in order to 
pronounce the treatment effective, the study has to be continued. This means that it 
is not possible to perform a statistical analysis by collecting a smaller sample to 

 
2 A statistical analysis plan (SAP) outlines the analytical approach of the data collected in a clinical trial. 
3 Legal person who funds the research. 
4 It is a person who is involved in running a clinical trial. 
5 It is an analysis of data that is conducted before data collection is completed. 
6 An adverse event is any undesirable experience associated with the use of a medical product on a patient. 

The event is considered serious when its outcome is life-threatening or it leads to the patient’s death, 
hospitalisation or permanent health impairment. 
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confirm the investigated hypotheses, namely the effectiveness of the drug. The issue 
of sample size estimation must also take into account the results of the recently 
introduced non-inferiority tests, which assume a certain margin of error compared 
to reference objects, i.e. existing drugs. 

3. Sample size calculation – selected computational tools 

Sample size estimation is a topic that is growing in popularity along with the big data 
sector, the increase of the number of clinical trials (Delgado et al., 2018) and 
technological advances. Numerous reference books (Chow et al., 2007) and software 
tools for estimating sample size in the simplest cases are widely available. These tools 
are in most cases very user-friendly and publicly provided, nevertheless, they do 
have certain disadvantages. 
 Many sample size calculators are available on the Internet, although here we will 
provide examples of two of them to describe the nature of their work. 
 The G*Power (Faul et al., 2009) is a tool used to perform statistical power analyses 
for many different tests, including 𝑡𝑡-tests, 𝐹𝐹 tests, 𝜒𝜒2 tests, 𝑧𝑧-tests and some exact 
tests. The G*Power can also be used to compute effect sizes and to depict the results 
of power analyses. In order to calculate the sample size, it only requires the user to 
select a test from a list, provide a measure of the effect size and enter the test power 
along with its significance level. However, the program has some disadvantages: the 
test selection is limited to a list, there is no possibility to specify the exact form of the 
statistical model or link the results to confidence intervals. Moreover, the lack of 
access to its source code raises questions as to how these estimates were obtained. 
 Similarly, the Sample Size Calculator (Raosoft, 2004) does not refer to the type of 
the investigated variable. It does not even offer a choice of the test. This tool requires 
from the user to enter the 𝛼𝛼 level, the upper limit of the sample size and a confidence 
level without any explanation. Its overall applicability seems to be quite limited and 
thus it may not be able to estimate sample size in certain models accurately enough. 
What is more, the graphical interface of the application shows a lot of additional 
windows, which may surprise and confuse the user. 
 Online sample size estimation tools tend to offer a narrow range of possibilities. It 
is sometimes difficult to clearly identify which models they refer to or they are 
intended for a very simple and one specific statistical model. Another serious 
disadvantage of these models is that, in general, they do not refer to scientific results 
obtained in papers presenting this type of research. In conclusion, a more universal 
method needs to be devised offering an efficient approach for a wide variety of 
statistical models, but which would also refer to the results provided in the literature. 
 As in the case of the numerous online tools, there are many books and research 
articles extensively discussing the issue of sample size estimation. 
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3.1. Monte Carlo methods – a brief review 

Monte Carlo methods constitute a large class of computational algorithms that are 
based on repeated random sampling aiming to obtain some numerical results. In 
general, the application of a Monte Carlo method involves the limitation of the 
power of the test in order to obtain the sample size, i.e. it allows the evaluation of the 
parameter bias and the power of the test based on computer-generated population 
data. The most popular statistical methods include using parameter values 
determined in a study from the past, meta-analysis techniques or self-estimated 
statistical parameters. However, if the research concerns newly discovered diseases, 
there is basically only a third way: using self-estimated statistical parameters. When 
the population data is obtained, samples of a given size from a certain range are 
generated. This enables the calculation of model parameters and the power of the 
test is able to satisfy the expected demands. It must be noted that the parameters’ 
bias is strongly associated with the deviation of the experimentally estimated value 
from the set of the replicated estimates. The details of the approach estimating the 
sample size with many successful experimental applications is presented in the next 
section. 

3.2. Monte Carlo-based approach 

This part of the paper focuses on an approach to sample size estimation that 
combines the concepts of 𝑝𝑝-values with the test power, the effect size and the use of 
confidence intervals. As a result, the estimate is not based on the debatable 𝑝𝑝-value 
alone, but also on other relevant significance criteria stated in the study. Monte 
Carlo methods have been present in statistics for quite some time (see, for example, 
papers like Jiang et al., 2012). However, this paper attempts to systematise this 
approach in the form of a fairly simple scheme with reference to several important 
aspects. It must be emphasised here that the sample size is calculated for 
a specific research hypothesis and for a specific statistical test which was selected on 
the basis of this hypothesis. The adopted approach is based on the scheme illustrated 
in the following Figure. 
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Figure. A structured approach to sample size estimation in a typical clinical trial 

 
Source: authors’ work. 

 
 The presented approach strengthens the role of not only the effect size, but also 
the confidence intervals, because the result is not considered significant if the 
confidence interval includes a critical value suggesting that there is no difference for 
the estimated parameters.  
 This part of the paper provides an example illustrating the discussed approach. 
The Visual Analogue Scale (VAS) is a pain rating scale used for the first time in 1921 
by Hayes and Patterson (1921). We consider a study with a primary endpoint7 
measured by a decrease in VAS between the pre-treatment and the 30-day treatment. 
The study specifies that randomisation8 assigns the patient to one of the four arms:9 
placebo, low dose, medium dose and high dose. Three medical centres10 participated 
in the study. The relevant literature indicates that patients with the examined disease 
evaluate their pain on the VAS scale, e.g. at an average of 7.5 with a standard 

 
  7 Main hypothesis in a study. 
  8 Patients are randomly assigned to the control group and to the treatment group. 
  9 Arm in a clinical trial refers to each group or subgroup of participants that receives specific interventions 

(or placebo) according to the protocol. 
10 A place where an experiment is conducted. 
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deviation of 1.0. The Sponsor expects the patients receiving placebo to have an 
average VAS score of 5.5 with a standard deviation of 1.5 after 30 days, while the 
patients receiving the study drug an average VAS of 4 with a standard deviation of 
1.0. We carry out 10,000 study simulations in order to estimate certain parameters in 
the study, i.e. from the distribution with base parameters 𝑚𝑚 (mean) and 𝑠𝑠 (standard 
deviation) and for the appropriate number of patients, we draw their initial VAS 
result, then we randomly assign them to an arm and a centre; in the next step we 
generate a VAS result after 30 days of treatment based on the Sponsor’s assumptions; 
we then calculate the change on the VAS scale and estimate the ANCOVA model, 
which takes the following form: 
 

 ∆𝑉𝑉𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖 = 𝛽𝛽0 + 𝜏𝜏𝑖𝑖 + 𝛽𝛽1𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 + 𝜑𝜑𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖 , (2) 
 
where:  
 
∆𝑉𝑉𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖𝑖𝑖 is the difference between the outcome and the baseline of the VAS grade 

for the 𝑗𝑗-th patient under the 𝑖𝑖-th treatment in the 𝑘𝑘-th centre 
𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 is the baseline VAS grade for the 𝑗𝑗-th patient under the 𝑖𝑖-th treatment 

in the 𝑘𝑘-th centre, 
𝜏𝜏𝑖𝑖 are the fixed treatment effects, 
𝜑𝜑𝑖𝑖 are the fixed centre effects, 
𝛽𝛽0 and 𝛽𝛽1 are regression coefficients, 
𝜖𝜖𝑖𝑖𝑖𝑖𝑖𝑖 are independent random variables with the 𝑁𝑁(0,𝜎𝜎) distribution. 
 
 In the final step, we record the significance of the parameter at the treatment arm. 
The percentage of statistically significant results (provided that the confidence 
interval for this parameter does not contain zero) constitutes the estimate of the 
power of the test. We select the smallest number 𝑎𝑎 for which the power exceeds 80%. 
The full implementation of our single Monte Carlo experiment in the R programming 
language for a sample dataset is provided in the supplementary material (available 
upon request submitted to the authors via e-mail). 

4. Limitations of the study 

This section outlines certain limitations of the approach presented above. Besides the 
previously mentioned lack of literature on the new issues, the problem is the lack of 
extensive information in the literature on the proper distribution of data. In many 
cases, only the basic central tendency measures are calculated. In order to perform 
a simulation, however, we need to specify the distribution precisely. In the proposed 
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solution, we use a normal distribution, but the question is how precisely this 
distribution approximates the values of the studied parameter. Therefore, some 
assumptions have to be made at this stage as well. Sometimes we can use a chart 
from an article, although it still tends to provide quite scarce information. Whether 
a given value has any constraints (i.e. discrete variables, possible minimums and 
maximums) should also be taken into account. These problems may escalate when 
more advanced statistical methods (e.g. mixed models, survival analysis) or a more 
complicated study design (e.g. crossover arms as described in Yeh et al., 2020) are 
used in the clinical trial. It also raises questions as to the validation method and the 
strictly numerical accuracy of the model. In these cases the number of uncertainties 
resulting from the lack of information can increase in the future.  

5. Conclusion 

This paper discussed the issue of sample size estimation in a clinical trial. Various 
approaches used to calculate this value were described. We proposed an approach in 
the form of a diagram based on the Monte Carlo methods. Our aim was to draw 
researchers’ attention not only to the problem itself, but also to the role of effect sizes 
and confidence intervals in such estimates. This is a serious challenge for the further 
development of statistics, involving almost all the key concepts of modern statistics. 
The inclusion of non-inferiority tests or meta-analyses as new directions of change 
give hope that the raised aspect will be further discussed and developed. 
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